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Background

Unexploded Ordnance (UXO) cleanup is the number one priority Army
Cleanup Problem requirement and is identified as a major problem throughout
the Department of Defense (DoD). The problem is enormous in scope and
complexity. In excess of 11 million acres (approximately 44,500 km?) of land

are contaminated with UXO. The UXO ranges in size from 20-mm rounds to

nnnn TITXT R B, K .

2,000-Ib bombs. Approx1mate1y 50 percem of the UXO is estimated to lie on or
very near the surrace, while the remaining 50 percent is buried at depths to 6 m
r more. Before the UXO-contaminated DoD lands can be cleaned up

- Q<

remediated), the extent of UXO contamination must be determined; i.e., the
surface and buried UXO must be located. To achieve the UXO location
requirement, Johnson et al. (1996) define a hierarchical four-stage systems
process of UXO sensing, consisting of (1) prescreening, (2) cuing, (3) detection,
and (4) classzﬁcatlon Prescreenmg is tne stage ot prlormzlng potenually UXO-
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reas, by an expe d1ent large-area coverage am)roach (likely an airborne survey).
It seems loglcal to combme the prescreening and cuing stages of Johnson et al.
(1996) into a single screening stage. In this report, an additional stage of
discrimination is defined. The term identification is also defined and is
considered the same as the ciassiﬁcation stage of Johnson et al. Thus,

a Lassv ctaco T

fo
the exampie of .lonnson et al, this report considers a four stage UXO ioc
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process: screening, detection, discrimination, identification/classification.
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While surface UXO can be located visuaily and with remote (airborne) imag-

ing techniques in many cases, the surface area to be surveyed is very large and
cluttered with metallic and other cultural debris. In addition, the vegetative
covers of the UXO contaminated lands vary greatly as does the surface soil and

rock type and texture. Although the surface UXO problem is large and

complex me fact mat it can be addressed with remote 1mag1ng system
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surface UXO and large concentrations of surface ordnance debris are indicators
of the possible presence of buried UXO, airborne imaging survey systems such
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as REMIDS, possibly augmented with additional sensors, can make a major
contribution to the screening stage for location of buried UXO fields.

Secretary of Defense (OSD) 1997), and is a considerably more difficult problem
than surface UXO mapping. Discrimination of anomalies likely caused by
ordnance-like targets from “false alarm” anomalies caused by other buried
objects (particulariy metaiiic objects) and geologic features is even more

AL AT
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Past research, development and demonstration efforts to address the buried
UXO problem have been disjointed and have concentrated on adaptations of off-
the-shelf technology and demonstrations at test sites. The present work is the
initial investment by the Strategic Environment Research and Development
Program (bbRDP) to address technology shortfalls in buried UXO detection and

discrimination. Un—gomg dn new SERDP efforts will continue the invesiment
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determining the specific type of ordnance that most llke y Droduces a glven
ordnance-like anomaly and ultimately (b) of confirming the presence of
explosives associated with buried ordnance-like objects. This report documents
initial efforts to develop procedures for data integration and interpretation of
multisensor (multimethod) datasets for UXO detection and discrimination.

Celadogyeliarilie) a0 iy 222:3G8 ~p “’“‘D’ .............

UXO Detection, Discrimination, and
Identification: Status

The status of capability for buried UXO detection, discrimination, and iden-
tification is summarized as follows: (@) can detect UXO, within uq,t,uublé limits,

/ It
X0 nrlnmnhov from “fnlw alarm”

GrslUiTnases Uere Lol K777

(b) cannot effectively discriminate U

nomalies; (c) cannot identify UXO. The deﬁnable lxmlts for item a refer to
combmatlons “of ordnance size and burial depth that result in geophysical
anomalies at the surface which can likely be detected relative to site-specific
background noise (geologic background and cultural clutter). “False alarm”
anomalies are caused by burled ordnance debris, other metallic OD_]CCIS gravel

e A Adle me nsdzen amAd Ailiccwnl £

and cobbies, Sou neter 0ge e ies, tree roots, and Umer natural and cultural fea-

The results of recent field demonstrations, such as the Jefferson Proving
Ground (JPG) Technology Demonstrations (USAEC 1994, 1995, 1996, 1997;
Altshuler et al. 1995), exhibit buried ordnance detection probabilities exceeding

<A PO PR 7

90 percent by Phase III (as shown in Tables 1 and 2). However, even with

Chapter 1
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Chapter 1

Table 1

A Synopsis of JPG UXO TD Phase Il Results

(160 UXO Targets Buried for Phase Il)

A Synopsis of JPG UXO TD Phase Ill Results

Ordnance No. False Alarms
Targets Detection “False Alarms” Per Ordnance

Demonstrator Reported Rate (%) Per Hectare Item Detection
Geophex 398 71 19.7 3.41
Geometrics 521 83 26.9 3.96
Parsons 602 85 32.5 4.68

Bristol 566 62 38.3 6.97

ADI {Combined) 598 65 34.5 9.35
Coleman 280 29 15.9 9.56
Scintrex 255 50 45.3 10.10
GeoPotentia 168 11 12.0 13.00
Geo-Centers 1,409 72 84.0 20.70

Vallon 1,903 57 225.9 68.00
Table 2

Artillery and Mortar Range {Scenario 2)

(117 Targets -- 67 Ordnance; 50 Nonordnance)

Ordnance No. False Alarms
Targets Detection “False Alarms” Per Ordnance
Demonstrator Reported Rate (%) Per Hectare Item Detection
NAEVA 202 97 19.0 1.37
Geophex 174 67 21.1 2.20
Geometrics 282 90 38.4 3.00
Ensco 279 70 43.6 4.34
Geo-Centers 486 93 80.7 6.10
ADI 456 85 76.8 6.32
Rockwell 151 21 27.1 9.07
GeoPotential 23 3 4.3 10.00
GRI 1,319 90 258.2 20.15

ordnance detection improving to acceptable rates, the number of false alarms is
unacceptably high, i.e., poor discrimination capability. For JPG Phase II, four

demonstrators had ordnance detection rates > 70 percent; the number of false
alarms for each ordnance item detected, however, ranged from 3.4 to 20.7 for

these demonstrators (Table 1). Although JPG Phase III was considerably easier
for ordnance detection than Phase II in that the ordnance items were consistently

shallower (Figure 1), it is notable that ordnance detection rates improved
considerably. Four demonstrators for JPG Phase III Scenario 2

introduction
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Chapter 1

(Table 2) had ordnance detection rates > 90 percent; but the numbers of false
alarms per ordnance item detected ranged from 1.4 to 20.2, still unacceptably
high although showing some improvement. The JPG and other field demonstra-
tions exhibit limited capability for ordnance identification or classification (item
¢ above ) Even classification into broad ordnance categorles such as bombs,

......... s A mmmebna  te et maliohlc smacaihla cxridh Arisnnant Saldnd AnsantiAn
projectiles, and mortars, is not reliably possible with current fielded detection
systems. Capability for verification of explosive content in buried ordnance

Detection of UXO can be achieved with single or multiple geophysical
method (single- or multisensor) approaches. Single-sensor (total field magne-
tometers or electromagnetic induction systems) approaches have demonstrated
probabrlltles of ordnance detect1on > 75 percent however most demonstrators

demonstrations

22318 il

T
long recogmzed the value of inte-

detectlon and mapptng Ob_]eCthCS. Complementary geophysical methods mea-
sure parameters affected by different physical properties of the subsurface.

Detection of UXO requlres hlgh-quallty data collection efforts with special

attention to accurate posruonmg of measurements. The next requirements for
UXO detection consist of a procedure for selection of anomalies and a decision
criteria for targef declaration. For multisensor datasets, the anomaly selection
criterion may be a requirement for coincident anomalies on two (or more) com-

plementary datasets The final requirement is to interpret the single- or
multisensor datasets for information about the target, e.g., map position,
estimated depth, and ferrous mass.

anomaly discrimination requires multisensor data acquisition using two or more
complementary geophysical methods or the use of emerging geophysical
systems which measure much more information about anomalies in terms of
time variation effects, frequency variation effects, or spatial gradients of fields.

The emergmg geophysxcal systems can be described as muitichannel,

muitifrequency, and/or muiticomponent. Indeed a muiticomponent measure-
ment system can be considered a multisensor system, even if the same physical
parameter is measured along different spatial directions. The most important
step for JX() (_liscrimj_ arinn is multisensor data int gration and mternretatton

discrimination is the development of innovative dlscrtmmatlon algorithms. The
different approaches to and levels of sophistication of data integration and
interpretation are discussed in Chapter 2.

Introduction



possible approach may be the detection of characteristic acoustic or electromag-
netic resonance responses that allow identification; this approach will most
likely be applicable to localized interrogation of the subsurface beneath previ-
ously detected anomalies. More challenging will be the definitive verification
of explosxve content in the target. Explosive detection wiil require that the

ordnance be either exiremely shallow or that a sensor probe be placed in close
nravimity ta a nravinnclvy datartad taraget identifiad ac likaly TTY N Panccihla
yl\.ll\llllll-] wa PLUVIUUDIJ Uwivw v tals\'l- INIVLIVILIVG QO 1IN NJLWN\J . 4 UooLIUViIw
sensor appmach s for explosives detection ingh de neutron activa_t_ion, neutron

used rather loosely i in this report to refer to an ordnance ztem whether inert or
truly an unexploded ordnance (UXO). All of the ordnance items at test sites
referenced in Chapter 3 (“Data Sources for the Investigation”) are inert.

Scope of Report

Chanter 2 brieflv su

e

rveys the geop hvsical methods pnmmnnlv utilized for
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g
UXO detection and discrimination, discusses the fundamental ohvsws and
phenomenology concepts, and surveys the approaches to multisensor integration
and interpretation. Sources of data for this investigation are described in
Chapter 3. Analysis methods for data management and detection enhancement
are discussed in Lhapter 4, and a synopsxs of current UXO detection capability
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2 Geophysical Methods and
Multisensor interpretation
Approaches

Geophysical Methods for UXO

Detection and Discrimination

For completeness, a brief overview follows of the geophysical methods, con-
cepts, and applications rationale for buried UXO detection and discrimination.
Currently, most live site UXO detection surveys utilize total field magnetrc

12 93 WA ,___4

and/or electromagneuc (EmM) induction methods. Often the magne
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include measurement of the total field vertical gradient. Demenstrations at test
sites have included ground penetrating radar surveys, various emerging electro-
magnetic induction systems, various emerging magnetic systems, and airborne

surveys. Generally, ground penetrating radar (GPR) surveys for UXO detection
have been unsuccessful due to inappropriate site conditions (high EM
attenuation and/or high background clutter) for application of radar,
inappropriate selection of radar system parameters inexperienced personnel, or

TWMN

a combination of these factors. Airborne surveys for detection of buried UX0O

fansy TN e Aona) hawa lhanee acmantansslasls morinnan 1l avidan~a 7e

{say > 1U Cm aeep) nave oeen spectacuiany unsuccessful; evidence from the
JPG demonstrations failed to indicate any detection capability for airborne
svstems (Altshuler et al.1995. USAEC 199 i ical methods

Sys (Altshule ¢ ! ). Additional geop 1VSiC3
proposed for application to UXO detection and discrimination in
microgravimetry and acoustic/seismic systems.

Geophysical methods interrogate or probe the physical properties of subsur-
ace materials and specifically detect the presence of contrasts in physical prop-

£ qrzlaaie 'na wntarinla a eonmbiernina ] miivaa n‘on n nocifin Ten
subsurface materials. Th nysical tech 1assified
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preexrstmg potentlal fields, e.g., the earth’s gravitational and magnetic fields.
Practical application of the potential fields methods detect anomalies in the
ﬁelds caused by “localized” contrasts in physical properties of subsurface mate-

or the gravity method). EM methods are both

1o ¢~ TTVMN Andnnéinm ara ant

_._IMA-.. srae mylala oo o nmnmliant T
active and pdbbl /€, alnougin me thods PP1iCdDIC 10 UAU GCECLivIl aiT allive, dil
that an EM transmitter is part of the system.
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Figure 2. Classifications of geophysical methods

Measurements during geophysical surveys are generally in basic units, e.g.,
distance, time, voltage current, magnetic field strength, or meter units The

parameters, is ﬂiustr ted in Figure 3. rroeecumg from the uueuiated param-
+1 a r i an
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amiirac enma farm
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calculated parameters stages, it is not possrble to achieve a rigorous multi-
method interpretation without fundamental phenomenological understanding of
the methods. A synopsis of the major geophysical methods, concepts (key prin-
01ple) measured quantmes tne key pnyswal parameters and the lnterpretea

e
&
-t
[
33
—*
.
-
7]
e
7]
w,
=
(=}
) &
=
=3
'1
o‘q
[=2d
=]
ﬂ:
3 '1
g
<
5
(¢’
3 &
- O
— C.'
=
c.
(@]
= &
o
(CR=]
€
—
F;‘
—*
17
:f
=2
(¢4

Geophysical Methods and Abbreviations

I. EMI - Electromagnetic Induction Methods
FDEM - Frequency domain EMI; quadrature and in-phase component mea-
surement; single~frequency; multifrequency; multicomponent
TDEM - Time domain EMI; transient decay signatures; single-channel
{gate); muitichannei; muiticomponent
ll. Magnetic Methods
TFM - Total field magnetic
TFG - Total field vertical magnetic

e n-
. GPR Ground Penetratlng Radar °

V. Mlcrograwty Methods
V. Seismic or Acoustic Methods

Chapter 2 Geophysical Methods and Multisensor Interpretation Approaches
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Figure 3. Concept of geophysical measurements and their transformation to interpreted
parameters

Surveys including two or more of the methods discussed above are multi-
method or multisensor surveys or approaches to characterization of the sub-
surface. Characterization includes detection and u‘ScriminaLion as defined for

1
Figure 4 are termed complementary methods, when the methods respon
different key physical properties or sets of properties. In this sense, a survey
with magneuc and EMI methods would be a multlsensor, complementary
methods survey. However, a survey with FDEM and TDEM methods would be
multisensor but not a complementary methods survey (Butler 1986, Butler and
Fitterman 1986). Also, a survey with a multiaxis TDEM system is considered
muitisensor but does not constitute complementary measurements.
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Classically or traditionally, geophysicists have achieved multisensor (multi-
method) data interpretation in an ad hoc, empirical manner, which relied exten-
sively o knowledge of phenomenologres and experience. The data from each

L1 avn tmiormenind fe Al A ally and then famsnrmnsnd il annbk ~tlhne
nneglaicu Wwiul €4Ci Ouier

hl 1
ble geological grour‘d truth to
St

, Butler et al. 1996), Vario

Alwiva v 2 7I2. VRS Y

n)

(in

lysis and data
management tools have been developed to aid the mtemretatlon Drocess The
formal interpretation of a given dataset is known as geophysrcal inversion,
where an earth model is deduced directly from data. In its most rigorous form,
geophysical inversion produces a best-fit model to the data in a statistical sense.
Frequently geopnyswal inversion proceeds from the assumption of an initial

PRI UL TRUs IR P IR . P ey Alam e i ~Af slhn sman Al nea adiigtad ¢~

model; the physical properties and dimensions of the model are adjusted to
achieve a best-fit to the data (Darln:r 1004 MP 1 1004 Ru
AW uava AL 7T E g

avilivvye a Uwvolt e v QLiNwL 1777y iViw Y

after the point of achieving an interpretation of the individual datasets that

r 1 achic TTTTe T = = ST EEETET =
integrated interpretation has tradmonally started. Procedures and capabilities
for achrevmg true, formal joint inversion of multisensor datasets are rapidly
emerging (e.g., Sandberg 1990, Dobroka et al. 1991, Lavely and Grimm 1997).
The following sections survey the approaches to multisensor data interpretation,
proceeding from the empirical approach to true joint inversion.

Empirical internretation nrocedures

& PrT e e S

for co nlementarv. multisensor datasets

The ad hoc, empirical approach to multisensor interpretation relies on con-
siderable knowledge of the phenomenologies of the geophysical methods and
experrence of the interpreter. (Jeophyswal survey programs are conducted with

st Ao ad

specmc objectives, e.g., groundwater exp ration, cavity detection, UXO
. al

O MeENATTrarmMo ara A fl
Uit pruglaliid ailv Se cted
a

ce taroets (e.o ted

Tnn

T | -t —anat
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s media, air- or water- or clay-filled cavity, localized metallic, conductive
object), the xpec ed depth or depth range, the anticipated target size and geom-
etry, and the nature of the geologic materral above and/or surrounding the
target. Data from each survey method are interpreted using well-established
approaches (Telford Geldart and Sherlff 1990, Burger 1992 Headquarters

._..
[47]
7]
é,
=
C
=
E
.':
C

iy ,” and past experi ms then guide the
mu}trmethod interpretation process, such as Ohm’s law, Archie’s relationships,
porou.. medm density model Wvlie’s time average equation for sexsmre v-locity

velocrty, electrlcal re51st1v1ty, magnetlc susceptlblllty, and d1electrlc
permittivity of geologic materials (see for example, Sheriff 1991 and
Carmichael 1989, for definitions and discussions of these concepts).

A COMMOon pro cs is to interpret soil and/or rock type and
conditionfora g ered model of the subsurface. Seismic
fraction and ele urvey results are commonly interpreted in

re ite
the form o th mpirical tools discussed previously, a
qualitative nterpretatron of the soil and rock type and condition can be inferred
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from joint consideration of the seismic compression wave velocity and the elec-
trical resistivity. The basic concepts of qualltauve geologic interpretation are
illustrated in Figure 5, although real geologic conditions may differ from the
indications in the figure.

natural (caves, caverns, and fissures in karst areas). The cavities can be air-,
clay-, or water-filled, and tunnels can be lined and contain metal. Common
features on the weathered surface of limestones in karst areas are limestone
pmnac1es and clay-filied gruces (areas between two pmnacnes or dissolution fea-

...... nam ALl Dansl-12w ae ol 1001\ Tigiien £ nnnmétnino avarmnlag AF ~als
tures in i0p Oi TOCK; rraiikiiii €t ai. 1501). Ciguie o contains c;mmplcs Iq ali-
tative interpretation of localized anomalies in 2 karst region geophysical site
characterization (Butler 1983). An ir pgrt_a 1t concept of geophysical interpreta-

tions is that frequently there are ambiguities or uncertainties. Often the ambi-
guity may be s1gn1ficantly reduced by  consideration of additional sources of
information. However, there will always be some degree of fundamental or
inherent ambiguity in geophysical interpretations, and only when direct investi-
gation of the subsurface is conducted can ambigui‘ty be totaily removed (Butler

ot ol 100L CQlemsrng o e BH 1a nd Dawus 10
€t ai. 1770, Simms and Butler 1774, SIS, Duucn, ana rowers 1795)

Finally, Figure 7 illustrates the procedure for qualitative interpretation of
UXO—hke locallzed anomalies in geophysical survey results. As ‘with the pre-
vious example there is ambiguity in the interpretation of UXO-like anomalies.
Spatial properties of the anomalies (e.g., spatial wavelength) are used to esti-
mate depths and infer geomemes and orientations. With expemence the geo-

_ Y Y‘rt\

pnysncxst (or data analyst) can oecome proncnem at discriminating U

anomalies from false-alarm anomalies, but it is a slow and pams;akm" process
And even with an experienced interpreter, ambiguity (false alarms) cannot be
eliminated
Analysis and data management tools for
multisensor data integration and interpretation

Analysis and data management tools are key links between field acquisition
of large datasets and integrated multisensor interpretation. Approaches vary
from custom-designed analysis and data management software, developed to
support specific sensor systems or platforms (e.g., McDonald and Robertson

1996), to the use of commercially available software, where the field data are
reformatted as necessitated by software input requirements. Modern graphics
software are invaluable for visualizing geophysical survey data over areas. Line
contour plots/maps, shades of gray maps, full color maps, and shaded relief
maps greatly enhance capammy for uetecung anomalies and data trenas

Ao Valcanmame Anbacnta et

IVIUllleIlbUI udidd>eus, part C

imag may not l-\o ovor\tl
IS, iliay iU cXalu
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irvey datasets, even if collect
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g
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ifferent measurement spacing
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themselves may deviate somewhat between sensor types. Many types of inte-
grated multisensor interpretation procedures work best or most efficiently with
co-located multisensor data. A common procedure for achieving spatially
co-located datasets is to fit the original datasets with individual “best-ﬁtting*
surfaces and then sampie the surfaces at regularly spaced grid ponnrs The

crihinnt AL et dAdiwms o lhner~ed a anAna ~ 10 wan~ Pat vyoe It 10 3

subject of gridding is beyond the scope of this report; however, it is important
to carefully consider the gridding procedure and its possible effects on trends
and anomalies in the datasets (e.g., Gallagher 1989, Scollar et al. 1990,

e
MacLeod and Dobush 1990, Bhattacharyya 1969). Modern graphics software
can readily process large data volumes, fit the data with user-selectable surfaces
(inverse distance weighting, minimum curvature, kriging, polynomial
regressron etc.), and produce a regular grrd of “data” values from the surface

annes NN e L

fits (e.g., Golden Software 1995, ueoson 1996). In this manner, maps of the

'~ annh cancnr grirvaxy ron ha neadiinad fea widAda

survey results for each sensor survey can be produced from 511uupd values that
are co-located. The co-located mnltisepsn r datasets are then ready for inte-
grated processing and interpretation. Often each sensor dataset may be individ-

o T T =

ually processed in some way (e.g., background subtraction, image processing,
various kinds of filtering operations, etc.) prior to integrated processing and
interpretation. Some of the graphics software packages (e.g., Geosoft 1996)
have relational links between the different sensor datasets and allow direct tran-
sition to simple types of integrated multisensor dataset analyses.

Geographic information systems (GISs) are ideal tools for management of
mu]men or datasets and all additional site information (e.g., tonogranhv vege-

mformatlon are entered as separate map-planes in the GIS. Importantly, all of
the map-planes are georeferenced. Most GIS’s allow for mput of any type of
information with corresponding posmon tags (locatlons) Also most Ulb s

~nam £2

abilities, so that one or more georeferenced man-olanes can be queried to
produce derived map-planes. For example, a typlcal query relevant to UXO
detection and discrimination applications might include a derived map showing
all locations where a geophysical anomaly (e.g., magnetic or EMI) is coincident
in location with a mapped surtace metalllc ODJCCt Another example of a typical
query is IO proauce a derived map showing locations (or areas) where

described in the previ us example, will be the final pro roduct of an 1nte9rated
multisensor interpretation effort. Derived maps may also be functional combi-
nations of two or more map-planes (sum, difference, or more complicated rela-
tionship). A GIS may also have linked or embedded expert systems or neural

network classifiers (Burrough 1986, Millhouse et al. 1996).

A common approach to multisensor interpretation is the use of forward
modeling and comparison to measurements. For each geophysical method,
forward modeling depends on postulating a model of the subsurface and then
utilizing a physics-based empirical, analytical, or numerical approach for com-
puting the predicted response of the postulated model. The forward modeling

Chapter 2 Geophysical Methods and Multisensor Interpretation Approaches



can be manually or automatically iterated to achieve a fit or match of model
prediction to measured data (a process known as geophysical inversion). Often
the forward modeling software will compute a goodness of fit value (e.g., root-
mean-square (rms) error) to the measured data and automated inversion seeks

100\ Tambnrramntnd tembneemmnbntdinee Annrssn seslense slan L‘A— - p n/l lisar smomnnndisen
170L). lllngldlCU llllClplClduUll UCLULD WIICIL UIC 1UI WAL U 11X 1111y plutcuulic
includes inrer-method iteration as well as infra-method iteration or constraints

For the most common suite of geophysical methods used for UXO detection
surveys, TFM and TDEM, the following tabulation indicates some of the
parameters involved in models for analytical or numerical forward modeling or
as initial models for inverse modeling:

"Magnetic Model TDEM Model
Geome_tr_y (e.g., sphere or prolate Ge_ometry (e.g., sphere, cylinder or prolate
spheroid) spheroid
Length, Diameter Length, Diameter
Depth Depth
Inclination, Azimuth Inclination, Azimuth
Magnetic Permeability of UXO Electrical Conductivity of UXO
Magnetic Permeability of Soil/Rock Electrical Conductivity of Soil/Rock
Earth’s Magnetic Field Magnitude EM Transmitter Dipole Moment
Earth’s Fieid inclination and Deciination Receiver Time Gate (or Gates)

Many of these parameters are known for particular cases and will be fixed (con-

ATRREET VR WAL tehateteid TS EVASSS AN
stant) for the forward modeling and manual iteration cycles. Geometrical
considerations for these two models are illustrated in Figure 8, where the geom-
etry for the magnetic and electromagnetic sources and for the UXO are shown.
As discussed previously, the magnetic method is passive, using the earth’s
magnetlc field as the source, and the resulting, induced anomalous magnetlc

_ PR, DR PP, T DU . D5 ) U ey

I C Cl (superlmpose on €1 (IUClIlg €arin S 11€1a) 18 S(alic. lﬂC DlVl meuwua
are active and the resulting, induced anomalous electromagnetic field is time-
varying, with frequency content (FDE..-) or time decay characteristics (TDEM)
dependent on the EM source characteristics. Since the electrical conduct1v1tv

and magnetic permeability of UXO targets are generally much larger than
surrounding geologic materials, the induced background responses from
surrounding geologic materials are much smaller than the superimposed,
anomalous responses from the UXO.

Tha fmiAct nAMmImaAn ann rh - -y H

The most common approach to integrated multisensor interpretation
involves feature and parameter extraction. Features or parameters are deter-
mined from analyses or inversions o ,f measurements and then elther used in

(Bell and Barrow 1997). For example, if a localized anomaly is detected at
approximately the same apparent location with both TFM and TDEM surveys,
the feature causing the anomalies is both magnetically permeable and

Chapter 2 Geophysical Methods and Multisensor Interpretation Approaches
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electrically conductive relative to the surrounding geologic materials and is
potentially UXO. An integrated interpretation could consist of (a) determining
the depth to the conductive objective from analysis of TDEM measurements and
then (b) 1nputt1ng the depth as a fixed or constrained model parameter during

~ et L e a [P R

1nvers10n or the magnetic aata T'ne previous form or mtt:gratcu mu:rprt:tauun

un
ua.
Q
=
o

o

a sen ted later in this rer)ort (including an example). A hypo-
thetical example of a parameter cross plot is shown in Figure 9 mterpreted
object mass versus interpreted object volume, from an analyses of coincident,
localized gravity and magnetic anomalies, respectively. In principle, a parame-
ter cross-plot could be used for both discrimination and identification. For

exampie, two pomts in Figure 9, determined from inversion (interpretation) of
gravity and magﬁetrc data (asterisks), lie very close to points representing
known UXO (solid circles), allvwmg identification of the buried nbjer‘f asa

c
%
B
?

specifi ther point in Figure 9, determined from inversion of gravity
and magnetlc data lies outside the region ‘of mass-volume space corresponding
to known UXO, allowmg discrimination of the buried object as non-UXO.
Examples of various types of parameter cross plots are discussed later in this
report.

Joint inversion is the most rigorous and self-consistent procedure for achiev-
ing truly integrated interpretation of multimethod geophysical datasets (Meju
1994, Laveley and Grim 1997). Rigor and self-consistency do not necessarily
imply that joint inversion is the best or most efficient or most accurate approach
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rally have considerably less a,,,brgultv than single- method inversion or the
varrous forms of integrated interpretation (e.g., sequent1a1 inversion) discussed
previously. The complementary methods interrogate or “illuminate” the target
in distinctly different manners. For UXO targets, intelligent estimates of
material property parameters and of the contrast between the UXO and

Al Vo8

surr0undmg materials are possrble Ailso, the propemes of the EMI source an

o

[¢’] .
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the earth’s field are known. Thus, if the jOli‘lt inversion utilizes a commoi
geometric model for both datasets, €.g., a prolate spheroid, the number of
parameters that must be determined in the joint inversion reduces to two

intrinsic properties (Iength and diameter) and three extrinsic propertles (depth,
inclination, and azrmuth) Joint inversion considerably improves the resolution
and error of the model solution (Laveley and Grimm 1997), compared to single-
method inversion for the same number of model parameters. Joint inversion has
been attempted, wrtn varying degrees of success, for gravity and magnetics,

_________ — I, PRI SR RV, S, SN, DU SR Sy ] n nAlantminnl wanintizriter ne
seismic and electrical resistivity, seismic and GPR, and electrical resistivity and
- .
1.

1
TDEM. Joint inversion of TFM ard TI “*‘\4 datasets
ow rwar

ever, fo
(3-D) UXO ge

AUV,

dimensiona
exist.
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na metn (e.g., prolate spheroid) does not currently
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Key to the success of efforts to develop multisensor/multimethod interpre-
tation are data sxgnatures from known ordnance targets. Thereisa spars;ty of

Technology Demonstratlons, however, the actual sensor data was not provided
to the Government and the baseline ordnance item details were not released by
the Government until after the prlmary pen t execution ot this mvesugauon

ordnance details will be available following the demonstrations. The JPG Phase
1T baseline data have now also been released. To remedy the lack of readily
available multisensor datsets to support UXO detection, discrimination, and

identification research, ordnance 51gnature databases are actively being
developed by Department of Defense agencies (Army, Navy, Defense Advanced
Research Projects Agency (DARPA), and others), private industry, and
universities. The sections below review the available ordnance 51gnature

K PR PR .S Y A teteladliae AL LG cmaniand e AfCrts rrv Antnlrnm Ao nn
datasets identified at the initiation of this plUJCl.l and efforts undertaken as part
of the project to acquire well-controlled magnetic and acoustic ordnance
signatures

signatures

™~ __ . _ TAIF O I'\ ol e

veveiopment

Early in this project, the requirement was established for geophysical signa-
ture datasets of known ordnance items to validate phenomenologlcal modelmg
developments. The main thrust of the work was measurement of high-accuracy,
high-resolution magnetic signatures of inert ordnance, using a single, stationary

magnetometer, to support magnetlc modelmg capabmty development A

investigate persistent reports of the existence, diagnostic utility, an practical
utility of acoustic resonances from ordnance (e.g., Baum 1996). The test
facility is located in a wooded area on n the campus of Wright State University,

Dayton, Ohio. Ordnance items in the measurement study were: 60-mm mortar
rounds, 81-mm mortar rounds, 90 -mm artillery shells, 105-mm artillery shells
and 155-mm artillery shells.

Chapter 3 Data Sources for the investigation
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For the magnetic signature studies each ordnance item is placed in an ori-
entable holder made of wood with non-magnetic metal fasteners. The center of
the holder is orientable about a horizontal axis to allow positioning at any incli-
nation. The holder is mounted on a turntable that allows orientation at any azi-
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muthal a ngle relative to magneuc north he site is a wooded d['Cd of (.dmpub a
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preéiimii ".ary magneuc survey dete
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the magnetometer. Thls glves background profiles that show the field to be
very uniform.

& S::ia 22523 S RS vaoaolil

a
acquired with a proton precession magnetometer Three readmgs are averaged
at each position. A base station is established away from the zone of influence
of the ordnance and readings are taken there at least once an hour. These read-
ings are used to remove the effects of time-variation of the earth's field from the
measured data.

In the initial series of TFM measureme its, the 90-mm artillery shell was
most extensively studied, For all of the items the d_Leete include magneu

cm spacing along the proﬁle. This was done at the followmg combmatlons of
inclination angle (relative to horizontal) and azimuthal angle (in degrees):

Inciination 0 Azimuth 0, 45, and 90
Inclination 30 Azimuth O, 45, and 90
Inclination 60 Azimuth 0 and 90
Inclination 90 Azimuth 0

For the 90-mm artillery shell, the dataset also includes these measurements
along north-south profiles offset by 40 cm and 80 cm from the center of the
shell. After base station corrections and allgnment adjustments the resulting
curves show smooth variation of Lne magnetic field along each pr ofiles. There
A 7-N
193

.—..

are major differences in the magni tude and shape of the profiles w

..
c
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s

T
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tatin quirh " trata 1
orientation, such as illustrated in F}gu
QO

40 L -
5= a
—

il
1
3
3

ments 3 cmg and the smooth profile curves mdlcate hlgh accuracv measure-
ments. Additional results of the ordnance magnetic signature measurements are

given in Appendix A.

ordnance are struck with a hard obJect and the resultmg sound spectrum
recorded. The 90-mm and 105-mm projectiles produce characteristic reso-
nances at 6.5 kHz and 5.8 kHz, respectively. However, the other three sizes
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do not produce obvious resonances that are strong and consistent between sam-
ples and relatively independent of the location of the strike.

For the second type of measurement, an item is placed in a home-made
acoustic enclosure. A microphone is attached to the backside of the item and a
speaker one meter away is swept through a range of frequencies from 3 kHz to
10 kHz. Again, the strongest, most consistent resonances are at the same fre-
quencies as before for the 90 mm and 105 mm projectiles. Subsequently, the
items were covered to various depths in wet and dry sand; with the perhaps
intuitive result that the strength of the resonances progressively decrease as
more of the item was covered.

Impulsive measurements in a container filled with sand or water likewise
indicate that the resonance strengths progressively decrease as the items are
more deeply buried. Preliminary and tentative conclusions of the acoustic tests,
for the limited suite of ordnance tested, are that two ordnance types have
characteristic resonances, but the resonances are too damped on burial to pro-
vide a viable identification technique for buried ordnance. A subsequent report
will present the acoustic results in detail as well as all measured magnetic
signatures.

Naval Research Laboratory (NRL)
Ordnance Signature Library

The Multisensor Towed Array Detection System (MTADS) is the culmina-
tion of at least a decade of engineering development (McDonald and Robertson
1996). The MTADS has overcome many of the difficulties of multisensor inte-
gration on a towed platform. MTADS utilizes separate towed platforms to
acquire high-resolution passive magnetic (eight TFM sensors or four TFG
sensor sets) and active electromagnetic (three overlapping TDEM sensors) mea-
surements. A differential global positioning system (DGPS) is used for primary
navigation in the field. To support modeling and detection and discrimination
algorithm development, an ordnance signature library is being developed using
MTADS (Nelson, McDonald, and Robertson 1997, Barrow et al. 1997).

For development of the NRL ordnance signature library, MTADS sensors
are used to acquire TFM, TFG and TDEM (Geonics EM61) datasets over inert
ordnance placed on the surface, in a 1 m deep hole, and in a 7 m deep well.
Special jigs hold the ordnance items at predetermined depths and orientations.
Tables 3, 4 and 5 summarize the datasets from the signature library that were
available from NRL for use in the present investigation. As an example, TFM
and TDEM datasets from the NRL signature library for a 105 mm projectile
(depth = 0.49 m; inclination = 0; azimuth = 90) are shown in Figure 11. The
datasets in Figure 11 are shown as images, i.e., color-filled contour maps. The
NRL ordnance library is used for phenomenology modeling validation
(primarily TFM modeling) and for parameter cross-plotting investigations.

Chapter 3 Data Sources for the Investigation



Tabie 3
Ordnance ltems, Depths and Orientations, for the TFM Data Sets,
NRL Ordnance Signatures Library
Item Depths Azimuth incilination
20 mm projectile Surface 0°, 90° 0°
30 mm projectile Surface 0°, 90° 0°
M42 grenade Surface, 15 cm 0°, 90° 0°
M46 submunition Surface, 15 cm 0°, 90° 0°
60 mm mortar 0.25, 05 m 45° steps 45° steps
81 mm mortar 0.5,0.75, ' m 45° steps 45° steps
105 mm projeciiie 0.5, 0.75, 1 m 45° sieps 45° steps
5-in. rocket 1,1.5m 45° steps 45° steps
Talkla A
iapié 4
Ordnance ltems, Depths and QOrientations, for the TFG and EM6E1 Data Sets,
NRL Ordnance Signatures Library
Gradiometer Survey EMVi-81 Survey
_______ 2
Hllmuln ana
Item Depths Azimuth Inclination | Depths Inclination
20 mm projectile | Surface 0°, 90° 0Q° Surface 0°, 90°
30 mm projectile | Surface 0°, 80° 0° Surface 0°, 80°
M42 grenade Surface, 15 cm 0°, 80° 0° Surface, 15 cm 0°, 80°
M46 submunition | Surface, 15 cm 0°, 90° 0° Surface, 15 cm 0°, 90°
60 mm mortar 0.25 m 45° steps 45° steps 0.25, 0.5, 0.75, T m | 90° steps
81 mim mortar 0.5, 0.75 m 45° steps | 45° steps | 0.5, 0.75, 1 m 90° steps
105 mm projectile | 0.5, 0.75 m 45° steps | 45° steps | 0.5, 0.75,1, 1.25 m 90° steps
5-in. rocket 1m 45° steps | 45° steps 10.5, 1, 1.6 m 90° steps
155 mm projectile 1.5,2m 90° steps
NADDA
DARPA Background Clutter Program

In addition to the preceding ordnance signature libraries developed in well-

controlied, ‘laboratory type semngs tWO additional sources of well-

multisensor Anstnanta anfiiies .-.,.45

tisSensor aataseis dbqullcu l SCLLL
tigatinn Tha hAPDA —_ennnen

A1V L/ A Ao VIOV

e
3

:;:
<
2
o)
=
3
=k
@
@
=
7
=
0.
=
B
]
=

at sites where buried UXO and landmines are typlcally found (George and
Altshuler 1997). Within the limited scope of the effort, a variety of geologic
settings was accommodated at four test sites at two geographic locations: Fort
A. P. Hili, V1rgm1a—two “wet, sand” snes rlrmg Pomt 20 (FP2") nd F 1r1ng

____A Y} /r*nf\f\\ _____ .... ey Ve
0 nt L<s \FI’LL}, [‘Url \.,dbeIl \,UlUl —a Uly bduu bllC, ULRCY LUl
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Mass and Dimensions of Ordnance items, NRL Ordnance Signatures
Library

item Length {cm) Diameter {cmi Nass {kg)
60-mm mortar 35.6 6.0 1.0
81-mm mortar 42 8.1 2.3
2.75-in. rocket 7 33 7.0 4.1
4.2-in. mortar 45 10.7 8.6
105-mm projactile 39 10.5 9.5
5-in. rocket 48 12.7 20
155-mm projectiie 62 15.5 25.4
Mk81 bomb (250 Ib) 23.0 56.7
8-in. projectile 78.7 20.3 73.9
Mk82 bomb (500 Ib) 156 28.0 113
Mk83 bomb (1000 Ib) 191.5 36.6 227

Site, and a “dry, clay” site, Seabee Site. Each test site was a standard 125 m X

100 m with a central 100-m X 100-m backgrounds area (Center Square) The

only emplaced objects in the Center Square were five sets of registration targets,
M - als

each set consisting of a buried iron sphere and an aluminum plate spaced 4 m
apart (an additional aluminum plate was placed on the surface midway between
tj\c huried sphere and plate for mfrared (IR) data collectlon) On two s1des of

ordnance, inert landmines, and other Ob_]CClS. Inert ordnance targets consist of
60 mm and 81 mm mortars and 105 mm and 152 mm projectiles. The general
site layout is shown in l~1gure 12. Details regardlng target locations in the

sidebars has not been released, except for the region noted as the Calibration
Area in Figure 12 (shaded). Individual target locations and descriptions for the
Calibration Area are shown in Figure 13 (George and Altshuler 1997)

Seven contractors obtained high-resolution multisensor data over the test
sites. Although data density over the sites varied from one sensor system to
another, typical data density is 10 to 20 cm along track, with 25- to 50-cm track
spacing. Data acquired by Geophex, Geometrics, and Parsons were prov1ded

ey TN ATYTY A F'ET]

directiy to WES and also to DARPA. All data acquired under the Backgrounds

3 nra auailahla s Amas~vinan -« 28 4
riment are available on approximately 35 CD-ROM’s, th
J

Waleoff and Aceociatee {Georoe and Alts
W CLINE 1 DOV WAIUWWYY \vaL&v anina {7

tion of processed data with the baseline target
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1997). Although t t
cannot be oresented in thls renort (except for the Calibration Area), the datasets
are useful for illustrating target detection in general and for illustrations of data
management and of “image processing” to enhance anomalies. The following

tabulation briefly summarizes the types of sensor data collected at the test sites:
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Sensor/Method | Contracter Details
Magnetometry Geometrics Six Geometrics G-858 cesium vapo magnstomstars.
Mounted on cart; configured to give high-density
total field magnetic and horizontal and vertical mag-
natin aradiant
netic gradient
Geophex Two-eiement Geometrics G-858 totai fieid magne-

tometer system.

rm
<
o
2.
)
3
@
3
0
o
b
o
]
D
o
=2

rch Three-alement Geonics EM61 (TDEM) array (1-m
Corp Tx/Rx)

Parsons Engineering | Custom built, 0.5 m Tx and Rx, Geonics EM61
Science, Inc. (TDEM).

DU TR, Il

Prototype multichannel, multlcomponent EM61-3D,
with 1 m Tx and 3-orthogonal axis 0.5 m Rx (TDE}

Science Applications | Array of eight overlapping Schiebei EMi coils (TDEM).

International f'nrn

Geophex Prototype Multifrequency FDEM system, operated at
4,050 Hz and 12,270 Hz
GPR Coleman Research GPR array (2 Tx, 3 Rx). Frequency domain; 2 MHZ
Corp. stepped frequency over range 100 - 610 MHZ. Addi-

FUREETY atammar] Feoriiom ol ~Avae

tional Tx-Rx with 10 MHZ stepped-frequsency over

range 1,000 - 4,000 MHZ. Vehicle towed.

Geocenters, Inc. “Focused Array Radar” (4 Tx, 4 Rx). Frequency
domain, swept frequency over range 700-
1,300 MHZ.

Lawrence Livermore |Prototype GPR. Frequency domain over range 5 MHZ

National - 18 GHz, with up to 801 steps. Operated in
Laboratories monostatic, cross-polarized mode.
IR Geo-Centers, inc. Forward-looking system.

‘;rnenrﬁ Applications | Down-looking system.

Datasets from MTADS Surveys at the Magnetic
Test Range, Twenty-nine Palms, California

Another well-controlled, “real world” multisensor dataset source is the
MTADS survey results at the Magnetic Test Range (N (MTR) at Twenty~nine

o
(]
8

x 150 m (about 8 acres) in size. Table 6 lists the ordnance, number of items,
and associated burial depth range of the 70 ordnance items buried at the site
(from McDonald et al. 1997). Three complete surveys of the site are available:
TFM, TFG, TDEM. For the TFM survey, the sensors were set 0.25 m above

the surface, and data are acquired at approximately 0.06 m along track, with
0.25-m track spacing; while for the TFG survey, the sensors were reconfigured
with sensor pairs at 0.40 m and 0.95 m above the surface and 0.5-m track
spacing. The lower transmit/receive coils of the TDEM array (3 EM61's) were

n 1

0.40 m above the surface, and data are acquired approximately 0.15 m along

track, with 0.5-m track spauug
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Tabie 6

Ordnance Inventory at the Twenty-nin agnetic Test Range
{MTR)

Ordnance Number of items Range of Depths {mj
60-mm Mortar 10 0.15-0.46

81-mm Mortar 7 0.46-0.76

105-mm Projectile 10 0.46-1.10

155-mm Projectile 10 0.61-1.22

8-in. Projectile 10 1.83-2.74

Mk 81 Bomb 10 1.43-3.11

Mk 82 Bomb 10 1.22-4.42

Mk 117 Bomb 1 3.96

Mk 83 Bomb 1 5.09

Mk 84 Bomb 1 4.88
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D

The importance of data management and analvsis tools is emphasized i

a
The ir tance of data management and analysis tools is emphasized ir
Chapter 2, and selected examnles are presented here using data from the
DARPA sites. As mentioned previously, there are three approaches to meeting
the data management and analysis requirements for multiple (multisensor) data-
sets: (1) develop special purpose data acquisition management and analysis

1NN

software for a specific system (e.g., McDonaid and Robertson 1996); (2) utilize

commercially available general purpose graphics software that has some GIS-
type functionality, such as simultaneous display of two or more maps and data
linkages between the maps (€.g., Geosoft 1996); (3) use a full functioned GIS
for data display, mapping, relational links, and analyses.

GIS Data Management Examples

A TN /NY TYEOXXT

sults and CONLIactor Sensor datasets, were input to the ARCVIE * GIS (ES
terization data, acquired prior to a 1
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well as geonhvswal survevs soﬂ samnlmg, and soxl classxﬁcations and
laboratory EM property measurements. The first example, Figure 14, is the
topographic map overlying the key site features map for the Turkey Creek Site,
Fort Carson. Clicking on a site feature brings up an information box describing
all details of the feature. The “x’s” indicate surface site features, €.g., rocks or

-_“., ....... 5

s lecanl Ooa o e dla o o T2 niwnalas 302 Digsien 14 ana ¢ha lAanasin ~ 1 NN
-ultural features, and the solid circles in Figure 14 are the locations of the
releasable buried targets. The display in Figure 14 is an important benchmark
map for correlation with all site characterization geophysical surveys and with

atin >
ontractor geophysical sensor datasets. Topographic features, surface
vegetation and roots, rocks, and metallic cultural features can all produce
geophysical anomalies which may contribute to the false alarm rate, affecting
UXO detection and discrimination. Another example illustrates a

Chapter 4 Data Management and Analysis Methods for Detection Enhancement
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simple query of two site characterization maps ( TFM and EM31") for the Fir-
ing Point 20 Site, Fort A. P. Hill: The query computes an average value for the
geophysical measurements defining the TFM map and the EM31 (FDEM) map.
The - query then produces a map, Figure 15, which indicates all areas where both

I VoK

me TFM and EM31 measurements are greater than the average values. Two

nnnnn fontrzena nen Aafiemnd 10 guiiva 18 wamArima Fonne anrithurnag A mAanthanat o
linear features are defined in Figure 15, trending from southwest to northeast at
the top of the map. These linear features are prominent on many of the

In general the coincident anomaly areas defined in Figure 15 indicate locatlons
where sensor datasets may be more complicated to interpret and are possible
sources of false alarms.

MTha ITC cnrnsridns o srancntila anvisnnsmant far dignlay AF cangnr $1magaa

1HC Ul plU IUC> a4 veIdALC CHYHUUHITIL 1IUL JUdpiay UL dCilduL Huaged
For example, Figure 16 is an image or map ef IDEM measurements \EMél,
0.5 m Tx-Rx) for the Turkey Creek Site at Fort Carson. Color values in the

map are based on multiples of the standard devnatlon above or below the mean
value for the dataset. The map indicates localized, high-resolution anomalies
indicative of known buried metallic objects and some localized anomalies of
unknown orlgm (talse alarms). All five of the registration target sets are clearly

mcncatea ftisa snmple procedure to enlarge selected ateas of the map for more

detailed examination of anomalies. The enlarged example in Figure 16 includes

two sets of the registration targets, with the anomalies identified with the actual
buried objects for one of the sets. The aluminum plate and iron s pherc of the

registration target sets are spatially separated by 4 m
anomalies caused by the targets are well resolved. There are several small

magnitude anomalies that could be due to unknown buried metallic objects (note
the small spatial extent anomalies just to the right of the lower right registration

e A

targets in the eniarged view).

Another useful tool with the GIS is the capability of easily performing data
transformations on one or more map layers. The background nmse and clutter
in Figure 16 is evident and was discussed in the preceding paragraph. A useful
technique for suppressing background and clutter is setting a display threshold.
Figure 17 is a map of all values in Figure 16 that exceed the mean plus one
standard deviation (displayed in red). In the central area, the background and
clutter contributing to potentiai faise alarms is virtually eliminated.

L] 1 'l L]

Image Processing of Multisensor
Data for Detection Enhancement

A commercially available graphics software package that has some GIS
functionality, including simultaneous display of multiple co-registered data
maps and some relational links between maps, is OASIS montaj (Geosoft
! The EM31 is a single frequency (9.6 kHz; Tx-Rx spacing = 3.7 m) EMI system manufactured
by Geonics, Inc., Mississauga, Ontario, Canada.

Chapter 4 Data Management and Analysis Methods for Detection Enhancement
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1996). Figure 18 is an example of a side-by-side presentation of TFM analytic
signal (see Chapter 5 for a definition of the magnetic analytic signal) and TDEM
(EM61) image maps for the Firing Point 20 Site, Fort A. P. Hill. The images
are a shade of gray version of maps orlglnally in color; a single and different
comr for eacn 1mage wxm coior mtensity creasmg as data magmmue
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were comblned to form a color- merged composue or false color image. Flg—
ure 19 is the shade of gray version of the color composne 1mage where increas-
mg brlghtness (1 e., black to whlte) indicates increasing intensity of both
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potential targets of interest are ev1den and enhanced and several lmear clutter
features are well-defined.
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5 Synopsis and Examples of
Current UXO Detection
Analyses Capability

em. as ussed earlier, is that there is iscrimination
canabrhtv based on single method data. Althou,qh there is some automated
anomaly selection capability, many of the interpretation approaches require
manual (interpreter) anomaly picking or selection (often consisting of “boxing-
in” the anomaly) Interpretation of a selected TFM or TDEM anomaly

=
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3
n
n
=
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Z
=
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...... _..n._AI-. AAAl lhncnd Swbneersmndnéding rne nl
al
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. ple
rpr $ nple dipole model (equivalent to a uni-
formly magnetrzed sphere) t t an omaly data. From the simple dipole model
TFM anomaly interpretation, the position and depth coordinates and dipole

magnetic moment (magnitude and orientation) of a best-fitting magnetic dipole
are determined. The best-ﬁtting simple dipole magnetic moment magnitude

glves an equivaient sphere size (radius and ferrous mass; e.g., Pennelia 1982),

which correlates 10 ordnance diameter (Barrow et al. 1997).

Since the field of a simple magnetic dipole is equivalent to the field of a
uniformly magnetized sphere, the earth’s ﬁeld mduced magnetization for this
model (m the absence of remnant magnetization) will be in the direction of the
earth’s field. However, the simple dipole model fit to measured data over
UXO are frequently not in the direction of the earth’s field, because ordnance

items are not umtormly magneuzed spheres lhe ertects of the elongatea

5

resulting from variations i
best- 1ttmg srmnle dmoles due solelv to chanzes in orientation of the UXO

Barrow et al. also investigate the capablllty of the prolate spheroid model to
replicate the variation in best-fitting dipole (magnitude and orientation) as a
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function of size and orientation of the UXO. The prolate spheroid model
predictions of the variation differ only in small details, likely resulting from
slight symmetry breaking along the long axis of real ordnance. Application of
the simple magnetic dipole model to interpretation of TFM anomalies achieves

gOOO per formance for aelermlnlng pOSlIlOIl and aepm with IyplLdl errors of

L 1IN ¢~ I narnan Tt poann~t h A
+ 10 to 20 percent. It cannot be used to determine the size (length and
diameter) and orientation (Barrow et al. 1997) uniquely or accurately.

Similarly for the TDEM analysis, a spherical model is often used to estimate
depth and size (Barrow et al. 1997). For the EM61 TDEM system, a simple
algebraic formula allows depth estimates based on the ratio of an upper to a

lower receiver coil sxgnals (Hollyer Racic, and Butler 1997). The simple

\
N’

2° L RS B B o SR P, = a A oaL L e A1 Lo TTTITOAASL
dipole model for magnetic interpretation and the sphere model for TDEM
interpretation cannot account for effects of ordnance elongation on the induced
angmahes The bre akdown of the simnle dinole or thpre mndplc for

(1 ) the ordnance length in depth for TFM or (2) one to two times the effective
transmitter radius for TDEM. A great advantage to the simple model
interpretations is computational speed; the interpretations can be accomplished
in near-real time. Two examples that iliustrate current capabiiities and a

amsemdmde an aaazelal i e teab i cnntine Al lilhien nla mmacant Arxr

Prowotype muitiseiidyor lllLCgldllUll dlguuuuu dlec pleClllCU UCIUW

Fits to Twentynine
Palms MTADS Datasets

I-—t
.
)]
2 (¢
-

key to reducin g UXO cleanup time and cost. Accurate buria
esumates for UXO are also extremely important for UXO remediation/cleanup
time and cost estimates and for safety considerations during excavation of UXO
items. Based on considerable experience at test sites and at live sites, i.e.,
predictions based on interpretations of geophysical anomalies compared to

actual excavation details of the features producmg the anomaiies, there is an

understanding of the accuracy and reliability of simple model predictions. Sim-
ple magnetic dipole model fits of ordnance depth and size to TFM data are typi-
cally good to + 10 to 15 percent for location, + 20 percent for depth, and

+ 25 percent for size (e.g., Bell 1997).

The results of the MTADS surveys at Twentynine Palms successfully demon-
strated detection capability in a real world setting, with probabilities of
detecuon (for a jomt or “fused” analysis) ranging rrom 73 percent for 0.5-m

,,,,,, ercent Lo AN o et 1 AT i_,.

MTADS datasets consxsted of visual correlauon with selection and deselection
based on anomaly coincidence, type, and predicted size and depth
considerations. The joint analysis resulted in three additional valid ordnance

Chapter 5 Synopsis and Examples of Current UXO Detection Analyses Capability



target detections (for a 2-m critical radius), raising the probability of detection
to 94 percent but significantly increasing the number of false alarms. The joint
analysis results here are consistent with the experience at JPG. Joint analysis as
currently practiced desirably increases the probabilities of detection but also
undesirably increases the number of faise alarms.

Due to the wide and realistic depth range of ordnance at the Twentynine
Palms site intemret ed or fi ted dent s provide a good as sessment of depth

true depth for some of the ordnance items detected by each of the three MTADS
sensor suites are shown in Figure 20. The fitted depths in Figure 20 generally
cluster about the dashed, “perfect-ﬁt” line. There are a few outliers in the
gradlometer fitted aeptns and the IUI:M (EM-61) nttea aeptns aev1ate

DD

PSRN le 4+

a c
m P:e TDEM data versus true caliber (diameter) ar 15t a i
phere radius. For a given ordnance size (callber or equnvalent sphere
radlus), the mean of the fit sizes correlates well with the true size. However,
the spread of TDEM fit sizes varies by factors of typically 2 to 3 for a given
true ordnance size. The spread in computed depths and sizes can be pamally

explalnea Dy the fact that the s1mple spnerlcal model cannot account for varia-

~ ot hinh h
ice orientation, which can have significant effect on TDEM

Simpie Model Fits to iViagnetic
Data from DARPA Site

A small window (5 m X 50 m) of TFM data from the DARPA Seabee Site,
Fort Carson, Colorado, is shown in Figure 22. The Fort Carson sites are
“quiet” magnetically, so that anomalies from shallow, buried, ferrous objects
are pronounced. In Figure 22, five prominent TFM anomalies are indicated
(enclosed) by boxes. A commercially available inversion _program, MagAID,
deveioped by AETC, mc , and marxetea by Geometrics, mc (AETC-

®)
?
.I)
S
=
&)
=t
@
<9
N
&
=,
wn
=
: 0
o
aQ
3
@
@
25
o

search technique through the parameter space (Marquardt 1963; DeProspo and
DiMarco 1996). Applymg the MagAID analysis procedure to the five selected
anomalies in Figure 22 results in the interpreted parameters in Table 7.

Misrnade: TIAA nennevan 1340 naion Al lersind ~Alinntas fonmma bnAaugm nhiantg

Twenty TFM anomalies caused by buried objects (some known objects and
some unknown c¢bjects) at various locations on the Seabee Site were inverted to
obtain simple dipole fit model parameters. While the actual known object

depths cannot be released, the average errors of the

Q- !

identities, locations, an
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(a) Target Analysis of Twentynine Palms MTR EM Survey
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(b) Target Analysis of Twentynine Palms MTR EM Survey
Equivalent Sphere Radius
1000
O m
>
. ¢+ B =750 b
A, o $£8 =750 ib
?{/ as500ib
T g £ B a ¢2501b
£ s & P s o8in.
8 100 - £ A 155 mm
@ " pe - © 105 mm
s NS 81 mm
x)_( 460 mm
I XTRUE
-
-
10
10 100 1000
Equivalent Sphere Radius (mm)
Figure 21. Correlation of fitted size from analyses of the Twentynine Palms TDEM data as a function of

(a) caliber (top) and (b) equivalent sphere radius (bottom)
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Tahla 7
1avic 7
Interpretation of TFM Anomalies, Seabee Site, Fort Carson
Interpreted Interpreted Interpreted Interpreted Fit
Object | Object Location Chject Location Cbject Object Size, Quality
No. -X, m --Y, Depth, m mm' (<1.0)
8 122.1 53.8 0.60 112 0.77
7 122.7 73.9 0.77 127 0.92
8 122.1 80.0 0.43 80 0.99
) 122.8 87.8 0.83 110 0.84
10 123.2 86.4 1.29 120 0.88
' The Object Size is the probable ordnance diameter, assuming the object causing the
anomaly is ordnance. Optionally the Object Size can be output as the radius of a dipole
equivalent sphere.
twenty interpretations that correspond to known objects gives insight to the
inversion capabilities of the program:
Average Location Error -- 0.3 m
Average Depth Error (percent of actual) -- 45 percent
Average Size Error (percent of actual) -- 14 percent
ML o ncrnsmacn 1anndinm annns 1o ameasnvismntalyr tha cama ag tha ayaraca maoagqnra,
1T dVCIdET 10LdLIViL CI101 1> dPPLUALLLIdICly Ulv LT ad uiv aviiage 1ivaduiv-
ment spacing; the measurement grid is approximately 10 to 20 cm along lines
and 25 to 50 cm between lines. The large average depth error of the

interpretations, as a percentage of actual depth, is due to the fact that actual
depths of buried objects at the DARPA sites are small. There is a strong
correlation of computed depths with actual depths.

~ . o . 1 4. DAl o ovie
conclusions Irom the €rror resul M1ADD 1WENLYNINE raiins Sur-

Ty | A avrene racniléo liatad nhnv "~ TR

veys and the error results listed above for the DARPA TFM target fits are con-

sistent with the extensive results from the recently reported MTADS surveys at

thtt e !
the Badlands Bombing Range (McDonald et al. 1997). A large number of tar-
gets were dug up after TFM and/or TDEM anomaly dCtCCthIl selection, and
interpretation. The average error of target locations (interpreted versus dug
target location) was 12 cm, and 95 percent of all targets were located within

29 cm. The predicted versus actual target depths for all dug targets are strongly

correlated but show considerabie variation, pamcularly for shallow targets.
Similar strong correlation beiween predicied size and actual size exists, but
considerable variation exists alsc. As in previous examples, multisensor data
ing_grngi n fnr the MTADS Badlands Bombmg Range_: surveys was accomplished

Chapter 5 Synopsis and Examples of Current UXO Detection Analyses Capability
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The examples of multisensor data integration discussed to this point are
predominantly empirical involving side-by-side visualization of datasets and
selection ot spatrally coincident anomalies on two or more aarasets €. g Lne

A tln avnmenla fm iginn 10 A e

p s v “ o
joint inversion of multiple datasets, is to invert one dataset using selected results
from the inversion of, or parameter extraction from, a second dataset; this
procedure is termed a sequential or simplified joint inversion process in
Chapter 2.

(e.g., Hollyer, Racic, and Butler 1997), as in the exampl
magnitude of the analytic signal, equal to the square root t of the sum of the
squares of the three spatial gradients of the TFM (Roest, Verhoef, and
Pilkington 1992), is determined from the TFM data by first applying a
convolutional filter to the gridded TFM data to obtain the horizontal gradients

1NnNncN\

and then a fast l"O\.ll'leI' transform or a discrete Hiibert transform USUUCI' 199))
1 -

PR TPUN- S T OWE. L P 1P MY Mnee Manina and Dislae 1007 Lancn [eYe]
to obtain the vertical gradient (Hollyer, Racic and Butler 1997; Geosoft 1996).
The advantage of the TFM analytic signal is that dipolar anomalres are

i

..>
=]
=
<
2
. D
=
-
D
=
(s
3
=k
R -
- -
I
:!
1m I
=
(=}
<
]
-t
fD
(=2
L E
—~
—
[0
ID-

it

automatic Deak—chkmsz easrble and more efficrent Comcrdent peaks selected
by the algorithm will be related to ferrous objects, for which the depths are
computed by analyses of the TDEM anomaly characteristics (Hollyer, Racic,
and Butler 1997).

Trtnemrantad danth i
Interpreted depth (to center of the ferrous object, Zo) from the TDEM
analysis is used as a fixed parameter (constraint) in the inversion of the

s ) v
magnetic analytic signal anomaly. The value of using the TDEM depth to
constrain the m magn netic inversion is that the fewer the number of “free”
parameters in an inversion, the faster the inversion will converge and the more
“unique” the inversion result (model) will be. Alternatively, the prototype
algorithm can be modiﬁed to obtain the horizontal location (Xo Yo) as well as

analytic signal inversion. Finally, m'v'ertmg the magnetic analytic signal gives
the magnetic moment, which can be correlated to the ferrous mass of the object
causing the anomaly. The ferrous mass is then correlated to ferrous masses of
known ordnance items to produce a likely UXO type classification (e.g.,

Pennella 1982). This prototype algorithm (Flgure 23) can be implemented with
minimal effort in existing data analysis and visualization software packages
(e.g., Geosoft 1996).

example of this modiﬁed nrototv lgorithm is demonstrated in the next
chapter. Variations in this proposed approach to joint interpretation are
obvious. For example, constraints resulting from interpretation of TFM data

Chapter 5 Synopsis and Examples of Current UXO Detection Analyses Capability



can be applied to inversion of the TDEM data to a final model. Also, the
procedure can be iterated to minimize an overall goodness of fit criteria to the
measured data, closely approaching a true joint inversion.
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The value and role of geophysical signature modeling capabilities are dis-
cussed in Chapter 2. A major effort of this study was de velooment of analytical

modeling capability for geometries that more closely approximates ordnance
than the sphere Prlmary weaknesses of the spherical model of ordnance is that
the spherical symmetry gives no orientation dependence of the ordnance relative
me mducmg field Also for magneuc s1gnature moaenng, the ordnance is

Q 4l 4L 3

the parameters of the model may not be conducwe to inverse modeling. Dis-
cretized numerical modeling is valuable for studying phenomenolog1cal effects,
but the thrust of the current modelmg efforts are to develop anaiytical modeling

sibmcamnsn A Jeacinsan e ,.1....,- CQiemnenln

~ T H ~e s L 1. Py
tools which can be agapt d ultin nateiy for automated inverse modeling. Simpie
geometries which more closely approximate ordnance shapes than the sphere are
the prolat spheroxd and circular cylinders. Both full-field analytical and

|

th e an
multipole expansion solutions for the induced magnetic field of a prolate spher-
0 d (or oblate spheroid) exist; this geometry is exp101ted in the current TFM
modeling capabxlxty developmem TDEM modeling for geometries other than
the sphere is difficult and is not developed to the same extent as TFM modeling
capability.

o

Magnetic Modeling Program

Background

Altshuler (1996) reviews the deficiencies of a spherical modei for ordnance
and evaluates a prolate spheroid model. A key conclusion of Altshuler from
studies of solid versus spherical shell and spheromnl shell models is that it is
Lhe outer ferrous volume of the ordnance that is critical to the magnetic

e prolate spheroid model is a realistic

?

ignature, not the ferrous mass.

(JQ
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representation of the general shape of ordnance and also has the elongated
geometry of ordnance that can replicate demagnetization and orientation effects.
A prolate spheroid with the length and diameter of an ordnance item is a good
approxxmatlon to the outer ferrous volume of the ordnance. lhe mduced mag-
netic field external to a spheroid can be aerermr ed by a fu

(Irauoii 41; Altshuler 19 6) or a ulmupunc CApauSi i (ilr'et an S
1990). In the multipole expansion there is no monopole term, and the quadra-
pole term is zero due to symmetry. Thus, an octapole term is the next higher

term after the dipole term; and, since the octapole term falls off as 1/r°, there is
no practical reason to include anything higher than the octapole term. Altshuler
(1996) compares the dipole field (for a spheroid model) with the full field
solution and concludes that for measurement distances greater than about two
semimajor axes (me 1engm ) from the center of volume of the spheroid, the

14 neadintinn 1o within 1) narnant Af tha fiill fiald madal nvnd'
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significant. Advantages of a multipole solution comnared to a full ﬁeld solunon
are primarily (a) reduced computatlonal time and (b) ability to separate the
prolate spheroid dipole term for comparison with the dipole solution for a
sphere; with the primary disadvantage being a possible minor lack of accuracy

for very close distances of the model to the signature caiculation plane.

The U.S. Army Engineer Waterways Experiment Station (WES)
implementation of a multipole expansion magnetic field solution for a spheroid

1 of ol 1 foras
model follows the outline of McFee and Das (1990). Geometry for the
magnetic modeling problem is illustrated in Figure 8. There are two obvious
coordinate systems for the spheroid model, a body-centered system (x;,X,,Xs),
with the x, axis along the long symmetry axis of the spheroid and a space-

T A 1% 1 1 1 H 1
spheroid, the multipole expansion of the secondar‘ mduced magnetic induction
. A
at a peint r in free space is
= h® ®) (1
b = b® + b®, 1

where b@ is the dipole field component and b® is the octapole field component.
The dipole field component is given by

_(2) 1 A3\ € ___(2) Ve W% AN AN ) T | N
b® = [p,/ @nr’)] { - m? + 3/r)(r-m*)r g, )
where p, is the magnetic permeability of free space,r = | r | , and m® is the

octapole field b® is more complicated,
ensor. The dipole moment is related

(=g

mvolvmg a rank thre cta le oment

m® =MV, ©
where V = (4/3)mea’ is the volume of a spheroid, e = L/ (2a) is a shape factor
for the spheroid, L is the length of the spheroid, and 2a is the spheroid d_ia-
meter orthogonal to the symmetry axis. ThlS formulation is also valid for

h ere, wheree = 1 (i.e., L = 2a and a is the radius of the sphere) and

= (4/3)na® is the volume of a sphere. Also, for the sphere, in the absence
of permanent magnetization, M will always be in the direction of the inducing
earth’s field and the octapole field component b® is zero.

"O
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For the spheroid, the induced field will not always be in the direction of the
earth’s inducing field even in the absence of permanent magnetization. Resolv-
ing the earth’s field b, into components along the body-centered coordinate
system (by,;,be,,bes), the magnetization in the spheroid can be expressed (Stratton
1941, McFee and Das 1590)

M lu ) F+b (4)

=/ po) F by, A4
where the diagonal components F, , I = 1,2.3, of the demagnetization tensor F
(the tensor is diagonalized in the body-centered coordinate system) are called
the demagnetization factors. Furthermore, for the spheroid, F, = F, .
demagnetization factors are functions of the shape factor e and the relative mag-
netic permeabiiities of the spheroid material ( u,; = p, / Mo ) ana Lne surrounamg

/ mann
HICUIUILL ’er - ’L2 / ""0 ) UL UIT LCAadU Ul 4ll ulLuidlive llClll UullCU lll D‘Ull,
genera!ly B > > ppand p, = 1. Finall fot a sphere, e=1land [ 1 = F2

(which mlght be used to model a ferrous metalllc mine). The modeling program
checks for the value of e and uses the appropriate expressions for F; . Also, the
program allows for calculation of b (Equation 1) or just the dipole field
component b®,

Finally, the calculated components in the body-centered coordinate system
are rotated into the space or earth-referenced coordinate system
B=A-b, ®)

where A is the Euler rotation tensor (e.g., Arfken 1985). The space coordinate
system employed for the solutton (and the computer program) is a right-handed

Y L ARSI, N PR Y, PN LS

rih, Y positive to the west, and Z positive up-
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deﬁned as the angle between a  vertical plane through the spherozd and the
positive X-axis (north), with counterclockwise angles positive. This modeling
convention contrasts to the customary definitions of inclination and azimuth
used for the validation and phenomenology studies: inclination (I) positive down
from horizontal; azimuth (4) positive counterciockwise from norin.

The nrogram allow.

The program a t .g of the magnitude of the secon-
dary field B (Equatio 5) the magni the t

v wi&iavaa

_____ ), the m; total field B + B, the
components of the total fiel B = B, + By (I = 1,2,3) that would be measured
by vector magnetometers, and the magnitude of the total magnetic field
anomaly, i.e., the value measured by total field magnetometers |B,| minus the
ambient Earth’s field,

» ] — /Mm n?2 )
B+B,|-B, = B°+B, +2Bg

N

‘% _n (6N
) = Do V)

-}

AT
AbBpyp =

where the A indicates an anomaly value. The octapole component contrib

u
to the preceding values calculated by the magnetic ‘modelin ng program can be
“switched off” for plotting just the dipole contribution.
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ut/output

The magnetic modeling program is implemented in the MATLAB?® (regis-
tered Trademark of The MathWorks, Inc., Natick, MA) programming envi-
ronment to take advantage of the built-in graphics capabilities durmg the

development and validation phases of the capability. The program is initiated

by executing the script magmod. A graphical user’s interface (GUI) simplifies

and expedites input, model execution, and specification of g-aphi.-al output for-
mat. Model input parameters and output format are specified on three GUI

—

screens The complete program lstmg is at Appendrx B.

Main screen. The first screen is the main or master screen that has several
“push buttons” for accomplishing the following:

Push Button Description

Edit Input Parameters Enters the second screen, for data input specifications

Run Model Executes the model calculations, with the current input parameters
and plot specifications
Edit Plot Instructions Enters the third screen to specify output plot format, including page
orientation, number of plots, types of plots, etc.
Piot Resuits Reproduces the specified graphicai output on the computer screen
Hard Copy Produces a hard copy of the output on the specified printer/plotter
= o 242 e ale nany g sl enn cnnam Aoy ;o nttnma Far ananifuying a $“hatnl 1
In addition, there are three secondary push buttons for specifying a “batch run-
plot,” to make a movie from the cutput graphics, and to play the movie. Two
fill-in boxes allow specification of a comparison data file and a code for the

11 oxes allo compa 0

desired printer or plotter. The comparison data file could be TFM profile mea-
surements acquxred over known or unknown anomaly targets with the same
distance scale as the calculated profile values. The comparison data profile can
be superimposed on the calculated profile; this is a useful feature for program
validation or for iterative forward modeiing.

a descrmtlon of th arameter to be entered Inmall there is a check box to
indicate metric units (or English units if unchecked). The following tabulation
gives the parameter list in the order of appearance on the screen:

Input Parameter Description

Maximum Y- (west) value of grid in mor ft
Height of instrument (sensor) above ground
inm or ft

Earth’s magnetic field in nanoTeslas (nT)
- Voo 1t 0 o al V0 L5571 fee Ao g
INCINAtOIN OI C4altl » IICIU 111 UCEICOS
X mnt MNtnnt fila namo
VJULpP UL 11iV 1ialisv
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Diameter of body in m or in.
Relative magnetic permeability of body
Angle of body symmetry axis relative to Z-axis

in degrees
Angle of ooay vertical piane relative to X in
degrees, positive counterclockwise (CCW)

AATWUVLULLGLY \dag) Vi UV ) Wwailea il aaa

[¢)

Y-coordinate (Y,) of body center in m o

Z-component (Z,) of body center in m or ft
(negative for buried objects)

‘'or a given set of anomaly calculations for a list of models, many of the input

Py AtIIIAGT TPAGEART MINg

ers will rcfnaiﬁ constant between program ruis.

ication screen, The plot screen allows cnPr‘iﬁ{‘nfinn of the

numerous plot options available. At the top are two check boxes, to specify
dipole, octapole or both components. The Plot Format click box brings up a
number of portrait and landscape plot orientation options. The File Name fill-
in box is used to specify the output file name (same as specified on the param-
eter input screen); this box is filled in by default with the most recently

A

compieted model caiculation resuit but may be edited to plot other saved ouiput
files. As many as six pl ts or graphs can be specified for a single cutput page;

parameter selects it for plottmg. The data types which can be plotted are:

Data Type Plot Type Cross Values
-- X-component of total magnetic field
-- Y-component of total magnetic field
-- Z-comnonent of total magpegig ield

-- Magnitude of the secondary field
-- Total field anomaly

-- Vector representation of horizontal components
-- Representation of spheroidal body

-- Surface of spheroidai body

-- Listing of major parameters

For the data types, except the last three options in the above list, 1
brings up a click box under the heading Plot Type

Clicking a Plot Type box opposite a selected Data Type brings up a list of
options for how to plot the data. Various types of plots are possible: 3-D
surface representatlons contour plots; prottle plots (pro ectlons) Three-
dimensional surface piots are representations of the value of a calculated
magnetic value (along a vertical axis) and its variation over the specified ranges
shade of gray shaded rellef‘
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or ontours. Likewise, the contour Dlots which are two-
dtmensmn ( -D) can be a shade of gray, have color contour lines, or color-
filled contours. An effecttve display option is to have a 3-D representation plot
vertically offset from its 2-D contour plot counterpart. The projection or
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profile plot option is a familiar way of visualizing the detailed variation and
shape of the anomaly signature along a surface line parallel to the X-axis (north-
south) or parallel to the Y-axis (east-west). From one to four profile or pro-
jection lines can be plotted on the same graph. When the prOJectlon plot type
optlon is selected, a box opens under Cross Values to specnty the desired loca-

_____ ~L Ll ....-R’I- ) PPN T A A_,-..-..‘l- £ 4l ~ nl,\ MM n anlanss e €9 1').-,\.,.,\ 43 e

tions of the Prorue€ 1ne€s. ror €xXampic, if the Plot Type selection “3 Projections
v

Parallel to X-Axis” is selected, three Y-values must be provided i in the Cross

Values box, indicating Y-values where the n prof 11(35 gse the Y-axis. A_ common

9 2Rl KBIILS VOiIULLS WAISLS 238

procedure, for the above example, is to hav th

the point (0,0) and to have one proﬁle crossat Y = 0 and the remaining two

profiles crossat Y = -1 mand Y = 1 m. This procedure gives a central profile

that generally indicates the maximum signature magnitudes and the spatial

wavelength of the signature, and then indicates changes in 51gnatur
Aamnl nmemniAdnend

O
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o
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P TP SIPR S, PRI Ta:e alar smaemn 2T oy 2Tl accr cansal tnsm AL nl A sonnl-
characteristics laterally; the proiiles allow rational consideration Ot aiong-tr ck
and cross-track measurement spacings required to capture the relevant charac-
teristics of the signature for the specific case

Example. A specific example illustrates most of the input and output fea-
tures discussed above. Results of a model validation comparison to measure-
ment data from the NRL ordnance signature library is shown in Figure 25. The
comparison is for a 105-mm artiiiery projectiie oriented 'norizontaiiy and

'N.A 1::,__ ......................................... Nata

Type and Plo ype specifications: (a) the upper left display is a shaded relief
3-D TFM anomaly plot vertically above a standard contour plot; (b) the upper

13
right display is a representation of the input spheroidal model, (c) the lower left
dtsplay is a north-south profile TMF anomaly plot (parallel to the north-south
axis and crossing the east-west axis at 0) showing model calculation (solid line)
and superimposed measurement results (+); (d) the lower right display isa
llstmg of the program input parameters. Also included in the lower left piot isa

LN, P s_.- 41_, s d2la nwia nuncatnes aliia Ty seenwriseariser o A mairsirmay
legend displayin € protile axis-Crossing vaiue, thc m aximum and minimum
TFM values along the profile, and the profile distance between maximum and

2aaiiiiiialeais VRIWWS.

Magnetic modeling program validation

Validation of the WES magnetic modeling program addresses two consider-

ations, reanty checks and correlation or comparison with weli-contr ‘ied

magnetic signature measurements.

(1) For given input parameters, the calculated anomaly signature must
become smaller in magnitude and broader in spatial extent as the
depth of the spheroid is increased.

(2) Fora spnerom model, identicali resuits should be obtained for

14 nacoe 3574l ASELCAwn M aen ntae n
indistinguishable cases with different input parameter val
(3) Calculations for pairs of mdistmgutshaule inclinations, e.g., 0 and

~
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225 deg, must be i ndlstmgulshable.
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(5) For a prolate spheroid model, the calculations must show changes as
the object is rotated (i.e., the inclination and/or azimuth changes)
relative to the Earth’s ﬁeld orientation, reflecting demagnetization
effects due to the elongated geometry

74NN o= L T S [ S Sy 5 Y N Ar & — 1Y 2L

(0) ror the simpie case Or1 a spnere (1 E,L=4ao0or€ = 1), nc
nalanlatad magnaéin annmaly, el A 1 H
alculated magnetic anomaly should have a simple dipolar shape and
should not vary as the input angles are varied.

b. Correlation with well-controlled magnetic signature measurements.

An example of this type of validation is given in Figure 25, where
the calculated 51gnature for a spneroulal model of a 105-mm projectiie

agrees very closely with measured signature data over an inert 105-mm
projectile. This type of detailed profile comparison was conducted for
numerous cases from the NRL ordnance s cwnaturp database. Good

correlation of calculated signatures with all cases from the signature database
is achieved with the spec1ﬁed length and diameter of the ordnance as input
parameters for the spheroid, except for the 60- and 81-mm mortars, where
the length is modified to reflect the ferrous length and not the total ordnance
item length Detailed comparlsons of magnetlc modeling program signature

I S, ired signatures PG TR | 1) ] IRt TR

calculations with measure Signatures from the WES ordnance 51gratures
database are also good and will be presented in a subsequent report.

Another validation example is shown in Figure 26, where color-filled
contour maps of calculated signatures (bottom) are compared directly with
measured signatures (top) for a 105-mm projectile at five azimuths in the
horizontal plane. The agreement between the top and bottom in both
specmcs and generalmes is qulte gooa Note that the caiculated sxgnarures
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Phenomenology studies with magnetic modeiing program

ations. A'v le a y or predict
the detectabllltv of a glven ordnance item as a function of depth and orientation
and to compare the detectablllty of different ordnance items. For example,
graphs in Figures 27 and 28 compare the maximum positive TFM anomaly for a
155-mm projectile and a 500 Ib bomb respectively, asa f'unction of' depth to

P DN .- SR DS . S nTien stz (TN e d nemisans.tl 1 1 Liorien ' 1

definitions for inclination (I) and azimuth {A) in Figures 27 and 28 used for all
validation and phenomenclogy studies in this report). With an estimate of site-
specific magnetic noise, which 1ng]ude< both time- varying and background

P

clutter” components (including spatial variability), maximum depths for
detection of given ordnance 1tems can be estimated. For example, if the
average magnetic noise level at a site is 5 nT and assuming that measurement
spacing is adequate to delineate the anomaly signature, then a 10-nT anomaly
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(two times the average noise level) is reliably detectable. Using the 10-nT
threshold for detection and Figure 27, a 155-mm projectile is detectable to a
depth of approximately 2 m for the worst-case orientation (inclination = 0,
relative to horizontal, and azimuth = 90 deg) and to a depth of approximately
4 m for the best-case orientation (inclination = 90 deg). Similarly, using the
10-nT threshold and Figure 28, a 500-1b bomb is detectable to a maximum
depth of approximately 4 m for the worst-case orientation and to a maximum
depth of approximately 9 m for the best-case orientation.

Another example of phenomenology studies is illustrated in Figure 29. This
example dramatically illustrates the effects of orientation/demagnetization
effects caused by the orientation of the elongated ordnance (155-mm projectile)
relative to the earth’s magnetic field. For both cases in Figure 29, the inclina-
tion of the earth’s field is 65 deg, which is typical of the inclination at Fort
Carson, CO, and Fort A. P. Hill, VA. In the first case (left), the inclination of
the spheroid model (45 deg relative to horizontal) is in the approximate
direction of the earth’s field, and the TMF anomaly signature is dipolar in
appearance with a peak positive magnitude of nearly 240 nT. For the second
case (right), the inclination of the spheroid model (-45 deg relative to horizon-
tal) is approximately perpendicular to the Earth’s field, and the TFM anomaly
signature is monopolar in appearance with a peak positive magnitude of only
110 nT (less than one-half the magnitude of the first case). This example makes
it dramatically obvious why a simple magnetic dipole (equivalent sphere)
inversion can result in significant errors in ordnance depth and/or size.

Electromagnetic Induction
Modeling Considerations

Background

Due to the complexity of general solutions of EMI responses for realistic
UXO geometries, this section only briefly reviews work of others and pre-
liminary investigations conducted during the present effort. Rigorous analytical
solutions to date are for simple geometries, e.g., layered earth, spheres, plates,
and circular cylinders (McNeill and Bosnar 1996, Barrow et al. 1996, Ward
and Hohmann 1987). Das et al. (1990) extend consideration to a prolate
spheroid but point out that rigorous analytical solutions do not exist for the
general case of a conducting, permeable spheroid. Analytical solutions often
require numerical evaluation or approximation but do not require problem
discretization, as in finite difference, finite element, boundary integral, or
hybrid computational techniques. Numerical modeling, involving space, time
and/or frequency discretization, complex/realistic geometries, and the full
range of physical properties and processes, is notoriously computationally
intensive (Hohmann 1987, Laveley 1996); currently this type numerical
modeling is reserved for phenomenological studies but is not practical for the
repetitive, iterative calculations generally required for geophysical inversion.
Thus numerical modeling and even analytical solutions resort to approxima-
tions of various types: asymptotic approximations; quasi-static solutions; low-
frequency or high-frequency limit solutions for FDEM; early-time or late-time
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solutions for TDEM. Many of these approximations in time or frequency
domains are equivalent for different combinations of physical properties (Wait
1982, Butler and Fitterman 1986, Butler 1986, Ward and Hohmann 1987).

As discussed in Chapter 2, EMI methods, partlc arly TDEM methods, are
cand avinmaivaler fam TTWVA Aninnidinm nmd maonming cseoase An avénmaiualer y1oad
USCU CXICIDIVCLY 1UL UAU JCiCLLlivLL d lu llldppl 1Z DULYTYDd. ALl CALCIDIVUOLY UdU
TDEM s"st m, the Geonics EM6! standard system consists of a 1-m X l-m

i wo 1-m X 1-m receiver (F

1 and tw r (Rx) coils, with o

centric to the Tx and the second Rx offset 0.4 m vertically (Figure Oa) A spe-
cialized, nonstandard 0.5-m X 0.5-m Tx and Rx coil EM61 system was used in
the DARPA program. The EM61, like many TDEM systems, operates by
rapidly turning off a current in the Tx and detecting transient (decaying) magne-
tic fields at tne Rx’ s rrom mduced current transients in the subsurface. The
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gate is m oved closer to the transmit pulse for even higher sensitivity; Nelson,
McDonald, and Robertson, 1997). The prototype TDEM system (EM61-3D)
used at the DARPA sites records 20 time channels for each of 3 orthogonal Rx
coils (the vertical and 2 horizontal components).

vaul uAv SV T ALY (VY aaakey i Wi

d. The decay cu ve in Figure 31 was recorded over a
20-cm alummum plate burled at S cm (approxrmately 45 cm below the
Tx) at one of the DARPA sites. The two Rx measurements for the standard
EM61 give two integrated magnitude measurements and their difference (or
vertrcal gradrent) as a function of position as the system is pulled along the

ﬁ‘ e

lyplcauy, tne 61 data are displayed in map fo f

N - allAawsins o

y areé apparent, auowing acc

(:
s
-]

1atures information f op a
botto Rx’s. Current efforts applv 1r1cal ad|ustments based on measured
signatures to spherical model predlctlons to account for ordnance shape and
orientation effects (Barrow et al. 1996 and 1997) with increasing success.

For the limited information acquired with the standard EM61 and typical
FDEM systems used for UXO surveys that operate at only one or two fre-
quencies, detection, locaticn, depth estimates, and limited discrimination capa-

. .

bility likely represent the maximum capability. Additional capability for
dlscrlmmatlon is possible when the EMI data are integrated with other geophys-
ical data (Chapter 2). Another possibility, for increasing discrimination and
identification/classification capability, is to obtain more information with the

EMI systems. Two enhanced capablllty prototype EMI systems (first used for
UXO applications during the DARPA program) are described in more detail in

Chapter 6 Development of Phenomenological Modeling Capability

65



b. Current in Tx coil

TIME-ON
e

TIME-OFF

—

TIME-ON

———

et et e ————

i

N INWIL 440-NUNL

i

= T

T~ Iwil 330-nonL S < &

L
=
o .2
S =
)
© =
£ S
- )
Y— -~
o c >
< 23
= w9
= ne
- .
c A
o
— > O
— 2]
5 o 3
3] T ®
= 13)
= )
> O
o w o=
i ]

L e

[

LAN3HYNO 1

30404 JAILOWOH1D313

G30Nanl

a1314 DILINDVI
"AHVANOO3S

Chapter 6 Development of Phenomenological Modeling Capability

©
©



(65E, 14.62N)
T

[ Window for Standard EM61
I

S
_— =

—— le
—
— —

M,

_:________:______j_:_________:____________:___:________________

[@] (@] (@] o o (] o o o Q =] (@] o (@] (@]
[s0) (o] < N o [¢9] (o] < N (@] © © < N
N N o~ N N - = ~— ~— =

(AW) epnyidwy

9 10 11 12 13 14

8

Time (ms)

67

Chapter 6 Development of Phenomenological Modeling Capability



P

(0]

the next chapter. These enhanced capability systems include a multichannel,
multicomponent TDEM system and a multifrequency FDEM system. EMI
modeling and analysis capability during the current effort is addressed specifi-
cally to the multichannel, multicomponent TDEM system' since it likely has the
most generai appiic

s1e
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[y, and then moaeung the standard EM61 S1gnatures of

ca
o)

Three techniques for modeling the full time domain EMI response of a com-
pact, conductive, permeable ordnance object are (1) simple model-based
approach with empirical adjustments for time response (quasi-empirical
approach), (2) complete physics-based analytical time domain solution for well-
defined, realistic geometry (e.g.,a prolate spheroid), and (5) a discretized,
numerlca complete solution for actual ordnance geometry. l’[CllIIllIld[ y inves-

oach (2) would oreatlv enhance the fPﬂthlllf f true ioint

\&) VWukile giviiey VilnGuave iy AVRSIULIINy JyRaa

Y tr
inversion for multisensor integration and s ould be aggresswelv ursued
Recently initiated efforts address approach (3) under a variety of programs;
these efforts will significantly advance understanding of TDEM phenomenology
and enable parameter studies, although utility of these approaches as tools for

data inversion is uncertain.

McNeill and Bosnar (1996) discuss the response of compact, simple geom-
etry objects to static and transient EM fields. Specifically, they reference
spheres, plates (discs), and rods (or cylindrical shells). Also, the contributions
of ﬁmte electrical conductmty and hmte magnenc permeability to the overail
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tation of the ot lect relative to the nducmg magnetlc field. For the long axis of
rods perpendicular to the inducing field or the plane of discs perpendicular to
the inducing ﬁeld the response of permeab]e (ferrous material) and

nnnnnnn T e+ irnismy £301 4 mnenlla ~ alanag nvia n Q
dominates. For an i ldu ing field parallel to the long axis uf r6ds © parallel to
the plane of discs, the eddy current response is small, but a dipolar-like
pgl rization response is in(ju_ced in pgrmeable (_)b' CLS' for this case the response

mducmg ﬁeld, the respdnse of plates ‘and rods can be approximated by
orthogonal dipolar responses in the two symmetry directions of the objects.
McNeill and Bosnar (1996) present measured time decays of the induced fields

in ferrous and non-ferrous spheres, piates, and cyiindricai shelis and actuai
ordnance items; and for the cylindrical shells and ordnance items, the responses
for the inducing field parallel to and perpendicular to the long axes are given
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McNeill! proposes an initial approach for time-domain response of UXO that
utilizes orthogonal dipoles, along and perpendicular to the long axis, to rep-
resent the total EMI spatrial response (see also Das et al. 1990). The procedure
then modifies the relative contribution of each dipoie according to the measured
decay characteristics of specific ordnance uems aetermmea with the ordnance

mnsnlla e % Aeves e nrrlne ¢4 thn casismnney 1m Az nimao P AF e T
item parallel to and perpendicular to the primary inducing field of an EM61 Tx
For each calculation location (X,Y), the inducing field {which is assumed
uniform at the obieg[ pnsiginn) is resolved into components along the orthogonal

dipole orientations, which simulate the azimuth and inclination of the ordnance.
Indication of the capablhty of this approach to replicate general observations of
TDEM signatures and spatial signature evolution with time is illustrated in
Flgure 32 from McNeill! (155 mm pro_lectlle simulated at depth of 2 m,
inclination 45 ueg, and azimuth Th e upper set of contour plots (2-m X

Y arna) ic tha ran U P honin 1 fiald n —/m?2

2-in area) is thne 1ot square maghnitua the horizontal field, i.e., B, = (B +
2y . . Ny

B,?)*. Both the horizontal and vertical components indicate the target azimuth

1
(45 deg) The effi f excitation of the perpendicular dipole is noted at early

f
tlme whlch decrease s with time. The long axis excitation dominates at late

..
C
=1
=
3
o
&
=4
a
¢

~i

2 m and azimuth of 45 deg. The model smnatures exhlblt an 1ntumve transition
from bi-orthogonally symmetric (symmetnc about both the azimuth direction
and perpendicular to the azimuth) for a dip of 0 deg, proceeding to axially
symmetric about the 45 deg azimuth for a dip of 45 deg, and finally to

compieteiy circularly symmetrlc for a dip of 90 deg. The azimuth response of
the model is illustrated in Figure 34, for azimuths of 45 and 90 deg and a dip of
45 deg. As the azimuth is changed, the signature components maintain shape
and magnitude, as required. Future plans for this model include efforts to
determine rational procedures for including physical size of the object in the

model (currently the dipole size parameters are normalized to unity and size
only enters in the measured time decay over actual size ordnance) and
validating depth and orientation signature dependence by correlation with
measured signatures.

Geophysical parameter space plots

Selected examples of multisensor data presented previously illustrate data
integration procedures, and a specific type of analysis in geophysical

! Personal Communication, July 1997, J. D. McNeill, Geonics, Limited, Mississauga, Ontario,
Canada.
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Depth 2 meters

Azimuth

48 degrees

Dip 0 degrees

p 45 degrees -
p 90 degrees
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Time 0.3 msec

Horizontal

45 degrees

Azimuth

= 90 degrees

Azimuth

2

ot Areas

P

-m x 4-m

g
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measurement/parameter space now illustrates the importance of developing
phenomenological modeling capability. The role of model-based analyses and
interpretation of multisensor geophysical data in general is discussed extensively
in Chapter 2. An example of TFM and TDEM data from the NRL ordnance
signature library in Figure 35 serves to illustrate the key points (4 m X 4 m
area for top plots). The data are for a 105-mm projectile at depth 0.49 m,
inclination 0, and azimuth 90 deg. The TFM data in the left plot is the same as
one of the cases in Figure 26, used to validate the magnetic modeling program.
The TDEM data in Figure 35 is similar and consistent with the TDEM early-
time modeling examples in Figures 32 through 34 (except for the obvious
difference in ordnance size and inclination). Thus with some advances in
understanding and modeling capability for the TDEM case, both of the sensor
datasets in Figure 35 can be modeled, allowing a model-based interpretation.
The middle plots are principal N-S profile plots across the center of the signa-
ture in the top plots. The bottom plot is a measured parameter space plot,
which simultaneously portrays (integrates) the amplitude and phase relationships
of the two signature profiles. Parameter space plots for four cases are given in
Figure 36 for two orientations of the same ordnance item and for two ordnance
items with the same orientation; depth is approximately the same for all four
cases.

Parameter space plots have diagnostic characteristics, allowing interpretation
of the object(s) causing the multisensor anomalies with fewer known parameters
and/or assumptions (e.g., Butler 1995). Parameter space analyses techniques
are not limited to 2-D spaces, with a 3-D space from three datasets, €.g., TFM,
TFG, and TDEM, a common possibility. Also, parameter space plots can be in
terms of extracted key parameters, such as the example in Figure 9. In terms of
multisensor integration by nonmodel based approaches such as neural networks
or “fuzzy logic,” the parameter space plot collapses multisensor signature
information to a form better adapted to a holistic type analysis. For model-
based approaches to multisensor (multimethod) integration, assumption of a
common geometry for each dataset allows direct solution for the common model
parameters, e.g., length, diameter, depth, inclination, azimuth. The model-
based solution proceeds from either (a) a geometrical analysis of the parameter
space figure or (b) iterative forward modeling (inverse solution in parameter
space). Forward modeling capability for each geophysical method, once
validated as discussed previously, allows systematic study of parameter space
geometries in a more rigorous and comprehensive manner than relying on
measured data alone.

Manual implementation of proposed
multisensor integration algorithm

The NRL Twentynine Palms MTADS data afford opportunities for
multisensor integration investigations. Figure 37 shows an approximately 36-m
X 36-m area display of TFM, TFG, and TDEM datasets (McDonald et al.
1997). The yellow circles in Figure 37 indicate the location of a group of
closely spaced inert 60-mm mortar rounds. To illustrate the role of phenomeno-
logical modeling in UXO detection and discrimination, a manually implemented
version of the proposed algorithm in Figure 23 is applied to the geophysical
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(right) mortars with identical depths, azimuths, and inclinations
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anomalies caused by the shallow buried 60-mm mortars (Figure 38). All eight
anomalies caused by the mortar rounds are shown dramatically in the TDEM
data, while two of the eight mortars are barely visible in the TFM and TFG data
with the selected plottmg mresnolds and ntour 1ntervals lne ll)bM dataset

............... ~ and Ao

bolllllalbd Al UIV LLLIWAD UL Uiv S 47141V allUllla
smnmalv magenitudes and cn:\ti al wavelpnm s, knnwmo that all targets

........ mblll.w‘nvu e LR SN Qs O' S SLG

60 mm and buried at shallow depths. Orlentatlons for the ClEht targets are
estimated from characteristics of the magnetic anomalies, and for illustrative
purposes, all mortars are estimated to lie at an inclination of 0 deg relative to
horizontal and to have azimuths of 0, 45, or 90 deg. Using the target estimates
and the known Earth’s field, magmod is used to compute the magnetic

P

SIZHALULCS Ul l.llC Clglll Imortars.

To compute the combined/composite total magnetic field of the eight mor-
tars, a MATLAB“’ script combme2 is executed. Each case is computed sepa-
rately using magmod and each saved with distinct output file names. The eight
output files from magmod are input to combine2, which computes the composite
field. The composite field output from combine?2 is subsequently input to the
magmoa to dispiay the output composite file. Atter minor manual iterations

th “‘”mu““d the composite predicied TFM field i

“E\
N2
8
: 0
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7 Considerations of
Emerging Technology
for UXO Applications

Introduction

The potential importance of innovative, emerging geophysical technologies
for advancing UXO discrimination and identification or classification is dis-
cussed in Chapters 1 and 2 and is illustrated in this chapter. New and emerging
technologies that may allow improved discrimination and ultimately
identification of UXO are:

Multichannel, multicomponent TDEM systems.
Multifrequency, multicomponent FDEM systems.
Multicomponent vector magnetometers.

Tensor magnetic gradiometers.

S

Near real-time, high-resolution microgravimetry.

f. Acoustic wavefield imaging.

In this chapter, the potential contribution of emerging technologies a and b
above is assessed by examples from data acquired at the DARPA sites. The
emerging technology TDEM and FDEM systems applied at the DARPA sites
were prototype systems; and, as a result of the lessons learned from these first
data collection efforts, needed improvements are identified. Some data,
particularly for the prototype TDEM, were noisy and do not represent the ulti-
mate potential of the technology. In this chapter, selected display and analyses
approaches are explored for the data from the prototype systems. In no way is
the total potential of the emerging technologies for UXO discrimination and
identification assessed or achieved in this report.

Chapter 7 Considerations of Emerging Technology for UXO Applications



Background

A pro otype multichannel multlcomponen TD M system desngnated the
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receiver electromcs package which samples the transient with 20 channels
(gates), and records a full set of 60 measurements at each surface location (0.4-s
1ntervals) Fi 1gure 40 shows the EM61-D in operation at Fort Carson,

Colorado, and gives the times of the 20 gates at each of the two base operating
frequencies (repetition rate) of the system. Most of the surveys were conducted
at the 7.5-Hz repetition rate and transients (decay curves) from three Tx
waveforms were stacked to produce each complete record

Data acquired with the EM61-3D over one of the 1-hectare DARPA sites
results ina very large data volume The present effort concentrated on ways of

for UXO det C[lOﬂ (] crlmmduon and lUCﬂllllLd.llUﬂ All CXdlllple pleClllCU

t tha Canh nd Thirl e 1~ n
§ at Ui S€acet anG 1UrKEy LItk sites at Fort Carso sCn,

Single-component analyses procedures

Smgle—component maps. One obvious way of examimng the data is to pro-
duce site maps of individual components for seiected ume gates For example,
tan it

e ¢l
pan i
tha

D) s &
S) 210 O

§] 1
10 1

>
£
3
¢

omaly featur -gate maps, including
reglstration targets and ther known features There is obv10uslv background
response levels due to the geology of the sites, cultural clutter, and a significant
level of system noise; this suggests applying a low-cut amplitude threshold to

enhance anomalies caused by buried metallic objects (similar to the GIS layer

60 site maps for each site. With this rich data set, there are co Siderable possi-
bilities for image processing type analyses for background subtraction and
localized anomaly enhancement, change detection as a fn_-ctin nf time, and

“false-color” ty pe images Wthh combine the three components at selected
times.

Three-axis representation of single-component complete decay curves. A
second procedure is to examine promes of the complete time decay for selected

prome lines. The mrce-ax1s represen tation in FlgUIC 41 lb 1I0r ne ver I.ical
component recorded along segment of a north-south line at the Seabee Site. The

1 —~ . T e e 3 moame e ~ L . ~ 1
©  Geonics, Limited, iMississauga, uniario, Lanada.
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(@]
N

EM61-3D Time Gate Locations (in ms)

7.5 Hz, ms 30 Hz, ms
Gate Start Center | Width Start Center | Width
1 320 353 065 320 328 256
2 385 428 .085 336 347 261
3| 470 525 Ti0] 358 371 268
a 580 648 135 383 402 274
5 15 .803 175 419 441 284
6 .890 1.003 225 463 491 296
7 I.115 1.258 285 519 554 311
8 1.400 1.583 365 .590 .636 331
9 1.765 1.998 465 .681 739 356
10 2.230 2.525 .590 798 871 388
it 2.820 3.198 755 945 1.039 429
12 3.575 4.055 .960 1.134 1.254] .480
13 4.535 5.148 1.225 1.374 1.527 546
14 5.760 6.543 1.565 1.680 1.876, 631
15 7.325 8.323 1.995]., 2.071 2.321 .739
16 9.320 10.590 2.545 2.570 2.888 .876)
17 11.870 13.490 3.250 3.206 3.613 1.053
i8 15.120 17.190 4.145 4.019 4.537 1276
19 19.260 21.900 5.285 5.055 5.715 1.561
20 24.550 27.920 6.740 6.376 7218 1.925
End of 20 31.290 8.061
Figure 40. Photograph of the EM61-3D in use at Fort Carson, Colorado (top), and listing of the
20 time gates for each of two operating base frequencics (repetition rates) of the system
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time axis “comes out of the plane of the figure” and represents approximately
21.9 ms of the decay curve. Noise both spatially and temporally is obvious in
the representation, however anomalies caused by known buried items are
apparent and two of the known (and openly releasable) ordnance items are
indicated. Three facts are evident from examination of numerous raw and
spatially and temporally smoothed representations like Figure 41:

a. Buried metallic objects have higher initial (early-time) TDEM magnitudes
than background.

b. The decay persists with higher magnitudes to later times than background.

c¢. The spatial extent of TDEM anomalies along track are greater for
ordnance items oriented along track than for items oriented cross track.

Two-axis representation of individual component complete decay curves.
Another technique for displaying the similar information to that in Figure 41 is
to view the decay curves in two dimensions as illustrated in Figure 42. In
Figure 42 each of the three recorded components is displayed separately in a
magnitude versus profile distance plot. At each profile position, a series of
vertical dots represents the 20 measurements of magnitude versus time of the
decay curve. The background clearly forms a horizontal “noise” band; the
noise band is considerably smaller for the y-component (along-track compo-
nent). Data spikes which extend above or below the noise band are indicated as
targets (T), which are very likely buried metallic objects and possible ordnance
items. Seven targets are indicated in both the z-component (vertical) and
y-component data at the same locations, while three of the same targets are indi-
cated in the z-component data. Note that values can be negative for the x- and
y-components, while the values are positive for the z-component.

Characteristics of complete decay curves at single locations. The forms of
the z-component decay curve at given surface locations over known objects are
illustrated in Figure 31 (an aluminum plate) and in Figure 43 (60-mm and 81-
mm mortars, 105-mm and 152-mm projectiles). As suggested by McNeill and
Bosnar (1996) and McNeill’, there is considerable expectation that character-
istics of the complete decay curves over metallic objects will provide discrim-
ination capability and possible identification potential for UXO. Several
observations supporting the preceding proposition are apparent in Figures 31
and 43 and in many additional decay curves examined during the investigations
(many over “bare” ground and buried non-metallic objects):

a. All of the metallic objects have high initial (early) time magnitudes, and
after an initial rapid decay, maintain finite magnitudes for late times.

b. Nonmetallic objects have low to intermediate initial magnitudes and
decay to near-zero magnitudes generally in less than 5 ms.

c¢. The decay curve for the aluminum plate decays monotonically to very
near-zero magnitude at late times.

! Personal Communication, July 1997, J.D. McNeill, Geonics, Limited, Mississauga, Ontario,
Canada.
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Figure 43. TDEM decay curves (vertical component) over four shallow ordnance items,
Seabee Site, Fort Carson
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d. The decay curves for the ordnance items (ferrous) are quite smooth and
indicate nonmonotonic decay at intermediate times.

e. The magnitude at channel (time-gate) 20 increases as size of the ordnance
item increases.

The above observations lend considerable support to the potential for discrimi-
nation and identification of UXO from observations of complete decay curves
for TDEM. McNeill and Bosnar (1996) suggest that the decay curves can be
fitted with various forms of decaying exponential functions with two to

three fitting parameters, which may be diagnostic for ordnance versus non-
ordnance discrimination and of ordnance type.

Single parameter discriminant. Examination of Figures 31 and 43, as well
as many other decay curves, suggests that a parameter such as the area under the
curves might be an effective discriminant. The area is related to the “energy”
induced in subsurface volumes, particularly compact metallic objects. Areas
under the decay curves along the same profile line shown in Figure 42 are
displayed in profile form in Figure 44. The same seven target (T) locations
shown in Figure 42 are indicated in Figure 44 and correlate with dramatic peaks
in decay curve areas, with the background areas forming a very narrow “noise”
band. Although not examined in detail, the absolute values of areas of x- and
y-component decay curves above buried metallic objects apparently will also
produce maxima above a background noise band.

Multicomponent parameter space analyses techniques

The individual three-component displays in Figure 42 and considerations of
the decay curve areas considerations strongly suggest that some form of
multicomponent (multisensor) analysis technique will provide diagnostic tools
for UXO identification. Two types of multicomponent parameter space
representations are presented and briefly described here: (1) spatial profile
figure in three-component space at selected times; (2) decay time figure in
three-component space at selected position. The first type multiparameter space
representation is a spatial profile crossing an anomaly feature of interest
(identified by the techniques discussed above), where each “point” on the figure
represents the three-component magnitudes at a given surface location, and the
entire figure is for a selected time (i.e., there could be 20 such figures). The
second type representation is for a selected surface location and the figure is
formed by 20 points, with each point representing the three-component
magnitudes at a specific time. Perhaps the greatest difficulty in three-
component parameter space analyses as suggested here is to visualize,
recognize, and characterize the geometry of the figures formed by the two types
of representations. A possible approach to analyzing the geometry is to
examine projections of the figures on the three orthogonal component space
planes. Another procedure for geometric and time-evolution analyses requires
reducing the space to 2-D by combining the two horizontal components into a
horizontal magnitude, as was done for Figures 32 through 34.

Spatial profiles in three-component space. Examples of spatial three-
component space plots are shown in Figures 45 and 46. Each figure shows

Chapter 7 Considerations of Emerging Technology for UXO Applications
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three plots for Channels 1, 10, and 20, corresponding to early, intermediate,
and late times (see F'gure 40 or the ac tual ttmes of the chann lsl F1gure 45 is

hence represents the response of the soil at the site. The axes are component
magnitudes in mV, with the z-component the vertical axis. The 15 points
dehmng the geometrlc figure in hgure 45 are sequential measurement points

— _n“, 1_1__

ile. Geometrically the figure resembles a “scat
e nd tn tha 1 {-‘f ag a finctinn (\*‘"t in

<y
.
a

auu U WiV ivil ad a 1uliviivil vl

t (0,0,0), the
fact that it doesn’t appear to behave in this manner may be due to both back-
ground (geologic) variability along the profile line and system noise.
Examination of a number of noisy, fixed location decay curves (Figure 31 is an
example ofa nearly noise-free decay curve, while Figure 41 contains some

noisy decay curves) ) indicates that noise in the vertical component may be as

Wi 211 (%8
nately, at very late time, the figure should shrink to a pg;
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large as 20 mV for some channels for the prototype system. Figure 45 indicates
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Figure 46 shows a three-component, profile plot crossing a 20- X 20-cm
(8- x 8-in.) aluminum plate buried at a depth of 5 cm to the top of the plate.
The center of the plate is crossed near proﬁle point 8. Note the larger axis
intervais in Figure 46 than in Figure 45. ermetrlcauy, the plot figure
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at late time (Channel 20). Actually, consrdermg the component scale
differences between Figures 45 and 46, the plot ﬁgure size at channel 20 is
comparable in size to the background plot at Channel 20. It is the well-defined
figure shape and cusp that apparently exists for the aluminum plate that holds
promise for discrimination and identification (Butier 1995).

As a contrasting case to the conducting flat plate, consider an iron (ferrous)
sphere, i.e., magnetically permeable and conducting (Figure 47). The sphere is
12.4 cm dlameter, buried at a depth of 10 cm to the top, and lies approximately
beneath profile position 7 (indicated by an asterisk). An important
consideration for analyses of F igure 46 and 47 is that both objects are buried at
depths smaller than the Tx dimensions. This consideration means that, except
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deﬁned geometry at early tlme but then collapses apparently toa “lme at late
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Figure 47. Three-component parameter space plot for an iron sphere (profile location of sphere indicated
by ‘s’; see text for details), Seabee Site, Fort Carson, for EM61-3D Channels 1, 10, and 20
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also shown in Figure 48 for comparison. The aluminum nlate and iron snhere

are the same targets referenced in the two preceding paragraphs The alumlnum

sphere (spherical shell) is 25.4 cm in diameter and is buried 60 cm to top.

There is a dramatic difference in the character of the plate and sphere responses.

The two spheres show an approx1mate1y monotonic decrease (through

7N\ P, Py PR S NPy . +L

tranl camnanant  DNiffar,

the character of the res v eaSYy QatoR --—

transition at intermediate times are caused by the added nermeabrhtv response

for the iron sphere. Three-component decay plots for three ordnance items (one

mortar and two artillery projectiles) and one metallic AT mine are shown in
Figure 49. The decay responses of the pro_]ectnles are totally different in

character from the decay plots in Figure 48. The decay response of the metallic

(steel) AT mine is totally different than the prOJectnes responses but resembles
the aluminum plate response. For the steel mine, there is also a transition at
intermediate to late times that resembles the transition of the iron sphere.
Multifrequency FDEM System

The second emerging technology considered as part of this effort is a multi-
frequency FDEM system designated the GEM-3 (Geophex 1997). The system is
monostatic, cnnsisting of three concentric coils, with the outer coil (nominally

0.5-m dlam) the primary Tx, the middle coil used to cancel the primary field
over a region at the center, creating a magnetic cavity, and a Rx coil within the
magnetic cavity. The primary field is generated by a composite waveform that

is broadband, measuring both quadrature and in-phase components over the
frequency range 90 Hz to 24 kHz. Data acquisition rates up to 10 Hz are
possible with multiple frequencies, and the system can also operate in time
domain

The potential of the multifrequency FDEM concept is illustrated in Fig-
ures 50 and 51, from a survey of the Center Square area of the Seabee Site.
The ellipses in the figures surround the registration targets (an aluminum piate

am el ol et s e el 4 4l omcadl as annk lanndian)  TRAT .,

summarlzed.

a. For the anomaly piot of the quaorature component at 4,050 Hz (F

s NN\

ure ov), Uruy the southern iron spucu: targets are detected.

ig-

b. For the anomaly plot of the in-phase component at 12,270 Hz (Fig-
ure 51), only the northern aluminum plates are detected.

z) and cross-track (x) components, and then
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These responses, along with the 4,050-Hz response in Figure 50, illustrate material type, geometry, and frequency dependence
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c. While for the quadrature component at 12,270 Hz, both the aluminum
plate and the iron sphere are detected.

These features indicate that the EMI response is both frequency, material type,
and geometry dependent.

The above observations suggest the possibility of electromagnetic induction
spectroscopy (Prlvate commumcatlon I. J WOn Geophex, Ltd.), wnere the in
pnase and quadra iture com ct define

o

VUJwvi. L aguiv J& RROLAS 22 3pPig U2 /22 VRt A Y

projectile) and various metalllc oblects which are possible clutter sources s at
sites. Each spectra is obtained by measuring in phase and quadrature
components at a single location above the objects as a function of frequency,
and is observed to be distinctive for each indicated object Figure 53 carries the
spectra observatlons further, by 1nd1cat1ng spectra dependence on orrentauon for
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rephcated by srmple averagmg of the spectra for the horizontal and vertical
spectra cases. To carry this concept to general 3-D orientations will require
three-component measurements and development of data transformations from
analytical and/or numerical modeling that are validated by measurements.

Closure for Two
Emerging EMI Technologies

R gttty =STRR F R RALST

<-6
D
'D
5
S
Q
Q
<
)
"D
D
:
4
=
@
=5
(@]
:J
O
=
D
=
£ g
@
(-
3
o]
O
=
8 »
..,

tion er just prior to or fter their use at
th DARPA sues and both svstems re currently in varymg stages of advanced
development and commercialization. There are still active investigations utiliz-
ing data acquired by the prototype systems at the DARPA sites and at JPG
Phase III. The work presented here and also the work of other investigators

rreres 2

1 R, LIRSS Ty [ ey T 11 mntnmiinl AF +ha nAnnantg st
with these emerging technology systems. The full potential of the concepts will
likely be realized only if the systems undergo advanced development as
H}‘JI.HCO'!‘“OPP“{ aqd [nnl[ichappcl or multifrequencv svstems , full

cases. In spite of the large “amounts of data acqurred by the systems compared
to standard systems, such as total field magnetometers, the standard EM61, and
single-frequency EMI systems and metal detectors, both systems are capable of
efficiently surveying large areas.

1 Geo eophex, Ltd., Raleigh, North Carolina.
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illustrates discrimination potential. (Private Communication, I.J. Won, Geophex, Ltd.)

Chapter 7 Considerations of Emerging Technology for UXO Applications

99



SUOJEUSLIO SNOLIEA Je S[1jooford wwi-/ ¢ & 10§ NHAA fouonbaxynur) enoads osuodsal N €S 9m81g

zZHY ‘Aousnbaig

004 ot I 1’0 001 ol } 10
TTT T e T T TTT c-
S A P N
\\ \\
— \
— —
| — \\
.\\\ 40 — -0
‘I.’Il’l// ~———
o N o |
~ ¢ !
s
. e o . 2
UMOp 3SOU ‘|BI|SA © dn asou ‘.Gy
S
w
o®
001 ot I 10 - 00} 0] % 8 (0]
T _ LI _ NI Imm _ TT _ T Nl
- - —. \\.\: 7 Fl
— —
— —
— "
\\ | \\
_— -10 ~ o 40
5T —
~ (9]
N ¢ 4
4 4

dn asou ‘[eaIuaA

|ejuoziioy

Chapter 7 Considerations of Emerging Technology for UXO Applications

Q
o



Summary and Conciusions

This report presents a broad view of the UXO detection, discrimination, and
identification requirements and of problems associated with achieving those
requirements. Concluding that UXO detection, except for problematic cases, is
presently possrble wntn singie- or mu itrsens
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probler de 0 >
(1) very small w1de1v soaced smgle ordnance 1tems such as 20-mm
projectiles; (2) ordnance items buried too deeply, relative to their size, for
detection with present technology. Very small ordnance items such as the
frequently present 20-mm projectiles are generaily buried at very shallow
depths. The anomaly magnitudes and spanat wavezengms of such ~mah'
ordnance items prohibit a general d
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condmons there are burlal depth llmrts below whrch the b ct cannot be
detected for each current technology (e.g., TFM, EMI, GPR), and hence there
is a burial depth for a given object below which it cannot be detected by any
current technology. The maximum burial depths for detection by current
technology are tundamental pnyswal limitations, not to be 1mprovea or soived

..
o
-
5
..
1
=.
=
2

Z
-
@
L
-
P

= ¢

The report concludes that there is not sufficient information content in cur-
rently deployed single-sensor survey data to allow UXO discrimination, except
in very special cases. General discrimination capability requires multisensor
datasets and integrated or joint 1nterpretat10n The Naval Research Laboratory

AATATNG o Lo nonanmla nne anmisieo foal ~rialldcy smaialelanimane Vdg o vy

MTADS system, for example, can acquire high quality multisensor (TFM,
TFG, and TDEM) datasets at high data densities over large areas at reasonable
roduction rates ( urrent p oduction rate estimates are 15 acres (6 hectares or

processing and interpretation stage, not the data acquisition stage. Also,
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multisensor integration by most practitioners consists of side-by-side
comparison and correlation of processed data maps or images. Model-based
interpretation procedures for discrimination are rapidly advancing, but are
limited to analyses of each type of sensor data separately, followed by the side-
e and empirical correlation between the model
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appr S, an Sensor signature
databases successful appltcatton of these approaches for UXO discrimination
are reported. This report assesses procedures for model-based interpretation
and presents a proposed multisensor data integration algorithm.

UXO identification using empirical correl of physical properties su
internreted magnetic moment from test site surveys to measured maznetrc

moments for actual ordnance items cannot be extended to general surveys of
real world UXO contaminated sites. A key component of the ultimate solution
of the UXO discrimination and identification requirement is the development of
physws-based models for forward and inverse modelmg of geophyswal s1gna-
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tures. A QlSImC[ pOS DIty exists that the data rt:qu1rcu Iur UXO identification
i o

! o
duct local ized area surveys over the identified targets
for final discrimination and ldentlﬁcatlon.

A versatile magnetic modeling program for UXO is documented that is suc-
esstully valldated by comparlson to measured le data 'T‘he program models
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D UXQO geometr
heroids) is considered and some success illustrated for the full time-domain
solutlon However, it is concluded that the complete time-domain EMI solution

for UXO geometries requires an extensive and dedicated effort.
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with these systems is 1dent1ﬁed and is considered convincing enough to recom-
mend continued study of analysis techniques and continued, advanced devel-
opment of the systems.

recognized by many nvestlgators
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Current technology multisensor platforms. For cost- and time-efficient
UXO detection surveys of large areas, a self-propelled, towed, or autonomous
multisensor platform is required. The platform must have integrated positioning
capability. The platform should have closely spaced arrays of sensors. The

l\,

recommen d d sensors for the platrorm are totai fieid magnetometer (1 M) an

alantzninn smatin o diating MTNEM) cuctame Tha TEAM '
1 EieCiromagnetic inauction (1UcnM ) Sysieiis. 1n€ 1M arrays
N 2

4 Ta
oth TFM and total field vertical oradient (TF ') data.

Cu

~ra

=3

| d radient (TFG
C 1t tech ay require separate surveys of ar eas& with the
magnetometer arravs d the TDEM arrays. The Navy’s MTADS system is an
example of this type recommended system using current deployable technology.
Hand-carried versions of the current technology sensors must be available for

use in densely wooded areas.

) S R DY Sy d4anhanlase smeslétanmmans 1néfrmeme Dandily

LEIIHAIICCHICIHIL 10X Lulll:lll welilviugy i luacuaun PprduivLiin. [eauuny
identifiable technology enhancements for current technology multisensor plat-
forms include: (a) greater numbers of closer-spaced sensors in the arrays,

partlcularly to a;d,dress the very éﬁ{aif s1ze ordnance problem; (b) sensor systems
with greater sampling rates along track; (c) capability to acquire TFM and
TDEM data simultaneously; (t})__‘ireal-time” UXO detection decision aids. The

development and utilization of UXO test sites is a necessary adjunct to the
recommended enhancements.
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tioning data, ;lll integrati ace
interpretation stage and not at the data acqulsmon stage Whrle there may be
some potent1a1 in the approach of using neural networks and other nonphysics-
based approaches for multisensor integration for discrimination, the recommen-
dation from the present work is that data integration and interpretation be
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Emerging technology for UXO discrimination and identification. This
report identifies several emerging technologies in Chapter 7 and discusses two
of the tecnnologles m aetau J:mergmg tecnnonogles offer the grearesr hope
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Integration of new technology into deployable systems and multisensor
platforms. lntegratlon of new technologlcal capability into deployable hand-

held systems and multisensor platforms must be encouraged and supported, but
only after needed research and development and field validation at well-
controlled UXO test sites. Accompanying the e...ergi..g technology sensor
development must be data processing and interpretation procedures to complete

the technology. Some of the emerging technologies may prove to have general
applicability, while some will be limited to localized investigation for UXO
identification. Also, some may prove to have very limited applicability and not

justify any type advanced development. Some of the identified emerging
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technology may be available for integration into deployable systems in the near-
term, say 2 to 3 years: e.g., (a) three-axis vector magnetometers, (b) multiple
axis magnetic gradiometers ©) single—component (vertical) multichannel
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longer term mvestment.
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